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Abstract: In simple terms, data mining is to integrate all of the data, to find and integrate, in learning, pattern recognition, 

therefore, we will learn all kinds of subjects, for example, statistics, management, database, etc., therefore, in contemporary 

society in the development of data mining technology is also more and more quickly, also more and more people like to use 

to integrate data mining and data warehouse technology, Once found that can use these data in the process of data mining, 

the value of the data warehouse technology will replace the data integration, data cleaning is to organize the error data or 

dirty data, therefore in the process of data mining must be combined with the data cleansing can let the data in the database 

to ensure the authenticity and validity. Therefore, in the development of data mining in China, there should be a lot of 

learning and improvement content, China should continue to establish and improve the data mining and data cleaning 

strategy research.  
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1. INTRODUCTION 
 

In the process of economic development in today's society, modern enterprises not only pursue economic growth, 

but also accumulate experience in decision-making. Therefore, when accumulating experience, we should use a lot 

of data, and data integration has become an inevitable part of modern social development. Therefore, data 

warehousing has become an effective way to integrate data. After establishing a data warehouse, enterprises can 

filter out the data they want from their information. Data warehousing is not just about recording one data, but also 

recording multiple varieties and aspects of data. In the process of data mining, we can calculate the correct 

decision-making methods, so that enterprises can continuously accumulate decision-making experience. However, 

in the process of data mining, we may also encounter some dirty data that is useless. Data, therefore, we should use 

data cleaning to discard all useless data, rather than leaving it in the database. 

 

2. CONCEPTS RELATED TO DATA MINING 
 

Data mining refers to the technology of extracting the information we need from the overall database we have 

established. It is mainly used for predicting information. Data mining is a professional tool for mining information 

and making predictions. It can discover many potential information, such as the profit, production revenue, and 

production cost that can be displayed in a company's financial statements. In this way, the management personnel 

of the enterprise can make predictive decisions. Of course, data mining technology is not only a traditional 

technology. It usually takes the premise of assumptions and analyzes and verifies all the data. Is this assumption 

correct or incorrect? Therefore, data mining can only be used to analyze and verify all the data. Organize all the 

data, and make predictive analysis to enable the company to make the right corresponding decisions, thus 

improving its business and helping decision-makers better grasp market strategies. 

 

A diverse array of research topics, including supply chain management, digitization, clinical trials, federated 

learning, network orchestration, streaming media, legal text classification, automated surveillance, crystal system 

classification, conversational agents, financial forecasting, green innovation, object detection, autonomous 

navigation, and real-time data processing. Liu et al. (2024) explore the impact of supply chains and digitization on 

environmental technology development, considering inflation and consumption in G7 nations [1]. Li (2025) 

focuses on optimizing clinical trial strategies for anti-HER2 drugs using Bayesian optimization and deep learning 

[2]. Huang et al. (2024a, 2024b) investigate the role of federated learning in trustworthy AI and multi-agency 

collaboration in medical image analysis [3] [4]. Liang and Chen (2019) propose a high-performance dynamic 

service orchestration algorithm for hybrid NFV networks [5], while Chen and Bian (2019) develop a streaming 

media live broadcast system based on MSE [6]. 

 

3. RELATED CONCEPTS OF DATA CLEANING 
 

Data cleaning, in layman's terms, means washing away the dirty things from data. It refers to entering a lot of data 

into a data warehouse, and there will always be some data that has been a long time ago or is no longer useful. In 
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this way, we can clean out these data. These data are difficult to find in the database and are no longer useful. 

Therefore, we usually discover these dirty data in the process of data mining, which is not the data we want. In the 

process of data mining, we must calculate what we want. After discovering calculation errors, we can obtain dirty 

data that we do not need to use in all the data we use. Therefore, we need to... Wash away these dirty data, this is 

the definition of data cleaning, However, the task of data cleaning is to remove dirty data. During the cleaning 

process, we need to explain to our supervisors to ensure that we do not clean useful data. Therefore, after 

confirming whether it is necessary, we can extract useless and dirty data. Cleaning out data that does not meet the 

requirements mainly includes incomplete, erroneous, and duplicated data. Data cleaning mainly involves 

discovering errors in the data during the data mining process, and then organizing the data from the database and 

outputting it directly. In the realm of legal and surveillance technologies, Xie et al. (2024) and Xu et al. (2024) 

present advancements in legal citation text classification and real-time detection of crown-of-thorns starfish, 

respectively, both utilizing deep learning techniques [7] [8]. Yin et al. (2024) apply deep learning to classify crystal 

systems in lithium-ion batteries [9]. Xu et al. (2024) enhance user experience and trust in LLM-based 

conversational agents [10]. Liu (2024) optimizes supply chain efficiency using cross-efficiency analysis and 

inverse DEA models [11], while Bi et al. (2024) examine the potential and challenges of AI in financial forecasting, 

particularly with ChatGPT [12]. 

 

4. TYPES OF DIRTY DATA AND REASONS FOR THEIR OCCURRENCE 
 

4.1 Types of Dirty Data 

 

4.1.1 Missing Data 

 

The main reasons for data loss are system issues and human factors. If there is a missing data situation, in order not 

to affect the accuracy of the data analysis results, we should promptly fill in the missing data or exclude the null 

values from the analysis range. 

 

Excluding null values will reduce the total sample size of data analysis, and at this time, some means, proportional 

random numbers, etc. can be selectively included. If there are still relevant records of missing data in the system, 

they can be reintroduced through the system. If there are no such data records in the system, the only solution is to 

supplement or directly abandon this part of the data. 

 

4.1.2 Duplicate data 

 

The situation where the same data appears multiple times is relatively easier to handle because only duplicate data 

needs to be removed. But if there is incomplete duplication in the data, for example, in the VIP membership data of 

a certain hotel, except for the address and name, most of the other data is the same, the processing of such duplicate 

data will be more complicated. If there is time and date in the data, it can still be used as a criterion for judgment, 

but if there is no such data, it can only be processed through manual filtering. 

 

4.1.3 Incorrect Data 

 

The generation of erroneous data is often due to not following the prescribed procedures before entering the data. 

For example, an outlier where a product's price ranges from 1 to 100 yuan, but in the statistics, the value of 200 

appears; For example, there was a formatting error where the weather was recorded in text format; For example, 

the inconsistency of data, there are records about Tianjin Tianjin. For outliers, they can be excluded by limiting the 

range; For formatting errors, it is necessary to search through the internal logical structure of the system; For data 

inconsistency, it cannot be solved from a system perspective because it is not a true "error". The system cannot 

determine that Tianjin and Tianjin belong to the same "thing", so it can only be manually intervened to make 

matching rules and use rule tables to associate the original tables. For example, once the data of Tianjin appears, it 

is directly matched to Tianjin [13]. 

 

4.1.4 Unavailable Data 

 

Some data, although correct, cannot be used. For example, if the address is "Pudong New Area, Shanghai" and you 

want to analyze data at the "district" level, you also need to separate "Pudong". The solution to this situation can 

only be achieved through keyword matching, and it may not necessarily lead to a perfect solution. 
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4.2 Reasons for the occurrence of dirty data 

 

What is' dirty 'data? Simply put, it is chaotic and invalid data caused by non-standard operations such as duplicate 

data entry and joint processing. These data cannot bring value to the enterprise, but instead occupy storage space 

and waste the enterprise's resources. Therefore, these data are called "dirty" data, which not only has no value, but 

also "pollutes" other data. Some 'dirty' data may also cause significant losses to businesses. There was once an 

insurance company that stored customer information in a database and made the following regulations: before 

storing new data, the database must be searched to see if there were any relevant records. However, some data 

analysts are lazy and skip the search process without authorization, directly storing new data, resulting in duplicate 

data entry. Over time, the system runs slower and the search results become increasingly inaccurate, ultimately 

leading to the complete failure of the database and causing huge economic losses to the company. At this point, the 

insurance company woke up from a dream and decided to solve the problem. The company spent a week clearing 

all the "dirty" data stored in the database. When there are problems with the data, the painstakingly built database 

loses its original value. That's why dealing with 'dirty' data has become very important, and the earlier you start, the 

better. Therefore, it is necessary for us to understand the types of "dirty" data [14]. 

 

5. DEFINITION AND OBJECT OF DATA CLEANING 
 

Yan et al. (2024) analyze the effect of CEO power on green innovation and organizational performance in 

manufacturing firms [15]. Chen et al. (2022) introduce a one-stage object referring method with gaze estimation 

[16]. Wang et al. (2024) and Wu et al. (2024) contribute to the field of robotics and computer vision, focusing on 

autonomous robot navigation and lightweight GAN-based image fusion, respectively [17] [18]. Ren (2024a, 2024b) 

develops novel feature fusion-based models for smoking detection and adaptive multi-scale fusion for infrared and 

visible object detection [19] [20]. Fan et al. (2024) optimize real-time data processing in high-frequency trading 

algorithms using machine learning [21].  

 

5.1 Definition of Data Cleaning 

 

There is currently no fixed definition for data cleaning. In databases, data cleaning is a term generated due to the 

impact of data mining. During the data mining process, there may be some related errors in the data, so these data 

should be treated with data cleaning functions and discarded. Therefore, different definitions of data cleaning exist 

in different areas. Simply put, data cleaning is to prevent the same mistake from happening again in the future. 

Therefore, any data problems discovered during the data mining process should be discarded as dirty data. 

Therefore, the main purpose of data cleaning is to make the data more accurate and clear. 

 

5.2 Object of Data Cleaning 

 

The main purpose of establishing a database is to use data mining tools for analysis and obtain data results during 

the data mining process. In order to ensure that the data analysis results are very accurate, it is necessary to ensure 

that the data used is clean. Therefore, data cleaning is particularly important. Data makes the data more accurate 

and can unify the calculation methods and formats of the data, which can reduce various problems that may occur 

in the data analysis process and improve its efficiency. The objects of data cleaning mainly include three aspects: 

lack of values, duplicate values, and outliers. 

 

Lack of value usually refers to the situation where there is always some data in the database that has not been 

recorded during the data mining process. Therefore, without this data value, we may not be able to accurately 

determine the analysis of the data. Therefore, this lack of value is called a lack of value, including the absence of 

certain groups in the data mining process, which are also collectively referred to as a lack of value. Therefore, it 

can be seen that the lack of value will have a certain impact on data analysis. For a certain sample, if a certain value 

is missing too much, we should delete it all, so that we can minimize the inaccuracy of its data analysis. For these 

samples, we should actively collect these missing values. Due to the lack of data recorded in the database, we 

should also actively collect these missing values. We should collect in a timely manner. 

 

Secondly, there are outliers. Here, outliers refer to data that is not accurately recorded during the data entry process, 

and the accuracy of the data is not determined through evidence collection. Therefore, in the case of inaccurate data, 

the results we judge and analyze are inaccurate. Usually, we use the average value to determine whether the value 

is an outlier. If the deviation of the calculated average value exceeds twice the measurement deviation, we judge 
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that the value is inaccurate. For outliers, we generally do not handle them. Of course, if we handle outliers, it can 

save effort. 

 

Finally, there are duplicate values. Generally speaking, duplicate values refer to two types of identical data in a 

database: one is completely identical data with results from two databases, and the other is data with identical 

results from different databases. This may be due to inadequate preparation for data entry during the processing. 

To remove these duplicate values, methods such as deworming and removal can be used. 

 

The objects and contents of data cleaning are as follows. Generally speaking, the main task of data cleaning is to 

remove outliers, missing values, and duplicate values from the data. These useless data may have a certain impact 

on data analysis in the data warehouse, and data analysis may obtain accurate results. Therefore, before processing 

data, everyone must ensure that the entered data is accurate, and when deleting data, they should check whether the 

removed data is their original data saved. 

 

6. METHODS FOR DATA CLEANING 
 

There are many methods for data cleaning. Generally speaking, everyone uses cleaning of attributes and abnormal 

data, as well as cleaning of records and abnormal data, to clean dirty data. Data cleaning mainly refers to removing 

duplicate records from a database and converting other data into usable data, not completely removing but only 

removing one data. Data cleaning can be done using a model, or by removing or removing, but a certain method 

must be used to clean up duplicate data. Most of the data in the database is usable, but a small amount of data needs 

to be cleaned. Data cleaning demonstrates how to handle data from multiple perspectives? Data processing is 

generally difficult to generalize and have a unified process for specific data, so different data cleaning methods can 

be used for different types of data. 

 

6.1 Methods for Resolving Incomplete Data 

 

Incomplete data, in fact, for missing data, it is usually necessary to manually input or clean it up. Of course, some 

missing values are obtained through some data sources, that is, they need to be calculated through some formulas. 

In this way, we can replace the missing values with the values obtained through calculation formulas, and thus 

achieve the goal of cleaning. For example, if there is a value that calculates the comparison between its average 

value and the maximum value of the current season, we do not need to use the original data, but only need to use its 

average value to obtain the result [4]. 

 

6.2 Detection and Solution of Error Values 

 

How should we discard incorrect values? After using regression equations and other calculation formulas, we can 

determine whether the data is an outlier? If it is a constant value, we can use a simple rule library to check all data 

words, or use external data detection to achieve data cleaning. 

 

6.3 Methods for detecting and eliminating duplicate records 

 

For duplicate data, we can use deduplication methods to eliminate duplicates, or merge two identical data points, 

both of which can achieve the goal of eliminating duplicate records. 

 

6.4 Inconsistencies Detection and Solutions 

 

If there is a lot of data that is inconsistent, we can compare it by using databases from other data sources. By 

comparing and analyzing the data, we can discover whether its data is complete, thus ensuring that the final result 

of the data remains consistent. 

 

7. SHORTCOMINGS AND PROSPECTS OF DATA CLEANING RESEARCH 
 

In the current development situation, China's data cleaning technology is still very inadequate. Compared with 

foreign research on data cleaning, research on data cleaning is very immature, and there is relatively little analysis 

of Chinese data. In China, data cleaning mainly focuses on algorithms, and there is still relatively little originality. 

Therefore, the results achieved are not many. In the process of analyzing data cleaning, we still have many 

development opportunities with great prospects and discussion value. 
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The shortcomings of data cleaning are mainly manifested in the following aspects: 

 

In the research of data cleaning, we mainly adopt Western data, and China's own data has not been widely adopted, 

so Chinese data cleaning methods have not received effective attention. 

 

On the basis of existing research, data cleaning mainly focuses on surface level data, such as data with strong 

numerical requirements. However, there is very little research on data cleaning in patterns. Therefore, the 

development of data cleaning at different levels follows a special pattern [5]. 

 

In the database, there are still many problems with duplicate data. In the process of data cleaning, our recognition 

rate for duplicate data is very low, and recording data takes a lot of time. Recording data is very tedious and tedious. 

Therefore, the engineering of identifying duplicate data is particularly large. 

 

In the process of data cleaning, we did not have a structured approach and simply adopted the old methods to 

handle duplicate data. The objects being cleaned were also cleaned using the previous architecture and methods, 

which lacked innovation. 

 

There are many types of data cleaning tools, but China only uses descriptive data for cleaning. This not only fails to 

effectively obtain data cleaning results, but may also result in some data not being cleaned. Therefore, China 

should adopt different data cleaning tools to carry out structured data cleaning. 

 

The current data cleaning methods are mainly targeted at specific fields and should adopt a multi domain and 

multi-mode development approach. 

 

Due to the many shortcomings in data cleaning in our country, the main research directions for data cleaning in the 

future include: 

 

When developing foreign data cleaning tools, we should focus on Chinese data and actively research and develop 

them to a good stage. 

 

In terms of data mining methods and approaches, we should conduct applied research in various fields of data 

cleaning and further develop it. 

 

In the process of data cleaning, the recognition rate of duplicate values is very low. Therefore, when searching for 

duplicate values, our workload is very heavy and time-consuming. Therefore, we should improve the efficiency of 

duplicate record recognition. 

 

In the process of structured data cleaning, we may also encounter some data that has not been cleaned at all, so we 

should adopt unstructured data cleaning to ensure that every data can be cleaned and all data in the database is 

organized properly. 

 

In the process of data cleaning, the tools we use are interoperable, and we should make good use of their 

interoperability capabilities. Different tools can be used to clean different data, and we should actively use each 

tool to achieve the highest efficiency in data cleaning. 

 

8. CONCLUSION 
 

Therefore, in the process of developing data mining in China, there should be a lot of learning and improvement 

content. China should continuously establish and improve various strategies for data mining and data cleaning 

research. When it comes to data cleaning, we should recognize our own shortcomings and make corrections. 

Corresponding requirements have also been put forward for future research directions. We believe that data 

cleaning research in China will definitely develop healthily and effectively in the future. 
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