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Abstract: In today's digital era, the security of networked systems is of utmost importance amidst the increasing prevalence 

of cyber threats and sophisticated intrusion techniques. This paper addresses the critical need for robust network intrusion 

detection systems (NIDS) in today's digital landscape, amidst escalating cyber threats. Leveraging a dataset derived from a 

simulated military network environment, we explore various intrusion scenarios encountered in cyber warfare. Reviewing 

existing literature reveals a spectrum of methodologies, including anomaly-based and deep learning approaches. To 

enhance current methodologies, we propose a binary classification framework using TabTransformer, a transformer-based 

architecture, for network intrusion detection. We present detailed methodology, encompassing data preprocessing, model 

architecture, and evaluation metrics, with empirical results demonstrating the efficacy of our approach in mitigating cyber 

threats and enhancing network security. 
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1. INTRODUCTION 
 

In today's interconnected digital landscape, ensuring the security and integrity of networked systems is paramount 

[1-2]. With the proliferation of cyber threats[3][4] and sophisticated intrusion techniques, the need for robust 

network intrusion detection systems (NIDS) has never been more critical. This paper addresses the challenge of 

network intrusion detection, focusing on the development and evaluation of effective methodologies to safeguard 

network infrastructures against malicious activities. The foundation of this research is built upon the analysis of a 

comprehensive dataset sourced from a simulated military network environment. This dataset emulates the 

complexities of a typical US Air Force LAN, providing a rich source of raw TCP/IP dump data reflecting real-

world network behaviors. In this simulated environment, various intrusion scenarios were enacted, encompassing 

a spectrum of attack types commonly encountered in cyber warfare scenarios. 

 

A comprehensive review of existing literature in network intrusion detection reveals a diverse landscape of 

methodologies and approaches. One set of studies delves into anomaly-based techniques, shedding light on the 

challenges and systems prevalent in network intrusion detection [1-2]. Another set of research proposes deep 

learning approaches tailored for intrusion detection, showcasing their efficacy in mitigating cyber threats [3-5]. 

Additionally, some studies leverage convolutional neural networks (CNNs) to bolster intrusion detection 

capabilities [6-8], highlighting the applicability of advanced neural architectures [9-10]. Comprehensive reviews 

offer insights into existing methodologies [11-15]. Other studies explore deep learning approaches for intrusion 

detection [16-22], emphasizing their potential for enhancing network security [23]. Several contributions to the 

discourse include surveys, systematic studies, and comparative analyses, providing valuable perspectives on the 

strengths and limitations of various intrusion detection techniques [24-28]. These limitations underscore the need 

for innovative approaches that can address the shortcomings of existing methodologies and provide scalable, 

efficient, and robust solutions for network intrusion detection. 

 

In this study, we frame the problem of network intrusion detection as a binary classification task, wherein network 

connections are classified as either "Normal" or "Anomalous." Leveraging the wealth of features encapsulated 

within the dataset, our objective is to develop a robust and scalable intrusion detection model capable of accurately 

distinguishing between benign and malicious network traffic. To address the aforementioned challenges and 
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capitalize on the rich feature space provided by the dataset, we propose the utilization of TabTransformer [29], a 

state-of-the-art transformer-based architecture. TabTransformer leverages the self-attention mechanism to 

effectively capture intricate patterns and dependencies within tabular data, making it particularly well-suited for 

the task of network intrusion detection. In the subsequent sections of this paper, we provide a detailed exposition 

of our methodology, encompassing data preprocessing, model architecture, training procedure, and evaluation 

metrics. Furthermore, we present empirical results and comparative analyses to validate the efficacy of our 

approach in mitigating cyber threats and enhancing network security. 

 

2. RELATED WORK 
 

In the realm of network intrusion detection, researchers have explored various methodologies to enhance detection 

accuracy and efficiency. An early work by Garcia-Teodoro et al. [30] delves into anomaly-based techniques, 

shedding light on the challenges and systems prevalent in network intrusion detection. Building upon this 

foundation, Catania and Garino [31] provide insights into automatic intrusion detection, discussing current 

techniques alongside open issues. In recent years, the integration of deep learning techniques has garnered 

significant attention. Niyaz et al. [32] and Javaid et al. [33] introduce deep learning approaches tailored for network 

intrusion detection, showcasing their efficacy in mitigating cyber threats. Furthermore, Vinayakumar et al. [9] 

leverage convolutional neural networks (CNNs) to bolster intrusion detection capabilities, demonstrating the 

applicability of advanced neural architectures in this domain. A comprehensive review by Samrin and Vasumathi 

[34] evaluates anomaly-based intrusion detection systems, offering a synthesized perspective on existing 

methodologies. Additionally, Shone et al. [35] propose a deep learning framework, emphasizing its potential for 

enhancing network security through intelligent intrusion detection mechanisms. 

 

With the proliferation of Internet of Things (IoT) devices, Chaabouni et al. [36] address the unique challenges 

posed by IoT environments, advocating for learning-based intrusion detection techniques. Gamage and 

Samarabandu [24] further survey deep learning methods, providing an objective comparison to delineate their 

strengths and limitations. Ahmad et al. [25] conduct a systematic study on machine learning and deep learning 

approaches, elucidating their efficacy in network intrusion detection systems. Zhang et al. [26] offer a comparative 

analysis of various intrusion detection methods, facilitating an understanding of their relative performance and 

suitability. Recent advancements include hybrid models, as exemplified by Talukder et al. [27], who propose a 

dependable hybrid machine learning model tailored for intrusion detection. Moreover, Khafaga et al. [28] explore 

the synergy between ensemble classifiers and metaheuristic optimization, presenting a robust approach for network 

intrusion detection. 

 

3. ALGORITHM AND MODEL 
 

3.1 TabTransformer MODEL 

 

As shown in Figure 1, the TabTransformer model is a powerful architecture designed for handling tabular data, 

including both categorical and numerical features. It combines the strengths of transformer-based architectures 

with innovative mechanisms tailored for tabular data processing. The TabTransformer model consists of two main 

components: the categorical transformer and the numerical transformer.  
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Figure 1: TabTransformer Model 

 

In our model, the categorical transformer processes categorical features using embedding layers. Categorical 

features, denoted as 𝐸𝐶𝐴𝑇𝐸, such as 'protocol_type', 'service', and 'flag', are first transformed into dense embeddings 

using embedding layers. These embeddings capture the semantic relationships between different categories. 

 

𝐸𝐶𝐴𝑇𝐸 = 𝐶𝑜𝑙𝑢𝑚𝑛_𝐸𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔(𝑥)                                             

(1) 

 

Furthermore, numerical transformer directly processes numerical features without additional transformation. 

Features like 'duration', 'src_bytes', and 'dst_bytes' are inputted into a sequence of fully connected layers, marked 

as 𝐸𝑁𝑈𝑀𝐸 . These layers are designed to discern intricate patterns and correlations within the numerical feature 

domain. Layer normalization [37] is employed to extract features from numerical features. 

 
𝐸𝑁𝑈𝑀𝐸 = 𝐿𝑎𝑦𝑒𝑟_𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛(𝑥)                                                           

(2) 

 

To ensure a comprehensive feature representation, we concatenate embeddings derived from both categorical and 

numerical features, amalgamating semantic relationships from categorical attributes and numerical patterns for a 

holistic portrayal of our feature set. 

 

𝐸𝑐𝑜𝑛𝑐𝑎𝑡 = 𝐶𝑜𝑛𝑐𝑎𝑡𝑒𝑛𝑎𝑡𝑒(𝐸𝐶𝐴𝑇𝐸 , 𝐸𝑁𝑈𝑀𝐸)                                                        

(3) 
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The combined embedding is subsequently forwarded through a binary classification layer, comprising fully 

connected layers and a softmax activation function. This layer computes probabilities for each class, distinguishing 

between "Normal" or "Anomalous" network connections. 

 

𝑃(𝑟𝑒𝑐𝑜𝑚𝑚𝑒𝑛𝑑𝑎𝑡𝑖𝑜𝑛 = 𝑐|𝐸𝑐𝑜𝑛𝑐𝑎𝑡) = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥(𝐹𝐶(𝐸𝑐𝑜𝑛𝑐𝑎𝑡))                                    

(4) 

 

where 𝑐 represents one of the classes ("Normal" or "Anomalous."). 

 

By incorporating both categorical and numeric features and leveraging the power of the TabTransformer 

architecture, our proposed model offers a robust and effective solution for network intrusion detection. Through 

empirical validation and comparative analyses, we aim to demonstrate the efficacy and scalability of our approach 

in accurately identifying malicious activities and safeguarding network infrastructures against cyber threats. 

 

3.2 Prospects of Large Language Models (LLM) 

 

The integration of Large Language Models (LLMs), exemplified by GPT [38], GPT-2 [39], and GPT-3 [40], marks 

a significant advancement in the field of natural language understanding and processing. With their extensive pre-

trained knowledge and contextual understanding of language [41-42], LLMs play a pivotal role in augmenting 

various applications, including network intrusion detection [43]. By harnessing the power of LLMs, network 

intrusion detection systems can benefit from enhanced contextual understanding of network traffic data and 

associated logs[44]. LLMs possess the ability to analyze and interpret vast amounts of textual information, such 

as financial information [45-46], segmentation [47-49] and classification [50-52], machinery [56], and vehicle 

localization [57-58] enabling them to identify and predict subtle patterns and anomalies indicative of malicious 

activities within network communications. 

 

4. EXPERIMENTS 
 

4.1 Datasets 

 

The dataset under examination originates from a simulated military network environment, meticulously crafted to 

replicate the complexities of a typical US Air Force LAN. In this simulated environment, various intrusion 

scenarios were enacted, mirroring real-world cyber warfare situations. Each connection within the dataset 

represents a sequence of TCP packets exchanged between source and target IP addresses, adhering to predefined 

communication protocols. Notably, each connection is meticulously labeled as either "Normal" or "Anomalous," 

with the latter encompassing a diverse range of attack types. The dataset encapsulates a total of 41 features 

extracted from both normal and attack data, comprising a combination of qualitative and quantitative attributes. 

These features include indicators such as duration, bytes transferred, and various network protocol-related metrics. 

In total, the dataset encompasses 16,878 training samples, 2,826 validation samples, and 5,488 test samples, with 

a distribution ratio of 7:1:2 respectively. This balanced distribution enables robust model training and evaluation, 

facilitating the development of effective intrusion detection systems capable of accurately discerning between 

benign network traffic and malicious intrusions. 

 

4.2 Evaluation metrics 

 

Precision, Recall, and F1-score are the measures used in the named entity recognition. P (Positive) represents 

positive samples in all the samples. N (Negative) represents negative samples in all the samples. TP (True Positives) 

is the number of positive samples predicted as positive. FN (False Negatives) is the number of positive samples 

predicted as negative. FP (False Positives) is the number of negative samples predicted as positive. TN (True 

Negatives) is the number of negative samples predicted as negative. Precision is the proportion of true positive 

samples in all the samples that are predicted to be positive, which is defined as: 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
      

                                                                    (5) 

 

Recall is the proportion of true positive sample in all the positive samples, which is given by: 
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𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                                          

(6) 

 

The F1-score is the harmonic average of the precision and recall, the definition of F1-score is: 

 

𝐹1 =
2∗𝑃𝑟𝑒𝑐𝑖𝑠𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
                                                            

(7) 

 

4.3 Results  

 

As shown in Table 1, here are the results obtained from different models evaluated in the study: 

 

Table 1: Model Results 

Model Precision Recall F1-Score 

SVM 95.69% 95.84% 95.77% 

LR 94.16% 94.00% 94.08% 

MLP 97.13% 95.92% 96.52% 

Voting Model 95.53% 94.80% 95.17% 

TabTransformer  98.87% 98.04% 98.45% 

 

The table displays performance metrics for each evaluated model. SVM [53], LR [54], MLP [55], and the Voting 

Model exhibit commendable performance. However, TabTransformer surpasses them all, boasting the highest F1-

score 98.45%. This underscores its superior effectiveness in network intrusion detection. TabTransformer's robust 

performance reaffirms its status as a leading choice for mitigating cyber threats and enhancing network security. 

 

5. CONCLUSION 
 

In conclusion, our study underscores the critical role of advanced machine learning models in network intrusion 

detection. Through comprehensive evaluation and comparison, we have identified TabTransformer as a standout 

performer, surpassing traditional models like SVM, LR, MLP, and a Voting Model in precision, recall, and F1-

score metrics. TabTransformer's ability to effectively handle both categorical and numerical features, coupled with 

its capacity to capture intricate patterns within tabular data, positions it as a powerful tool for detecting and 

mitigating cyber threats in real-time. The implications of our findings are profound, especially in today's digital 

landscape where cyberattacks pose significant risks to organizations and individuals alike. By embracing 

innovative machine learning techniques like TabTransformer, stakeholders can bolster their defenses against 

evolving threats, safeguarding critical assets and infrastructure from potential breaches.  

 

Furthermore, our study highlights the necessity of continuously advancing intrusion detection systems to keep 

pace with the ever-changing threat landscape. As cyber threats become increasingly sophisticated, the need for 

robust and adaptive defense mechanisms becomes more pressing. TabTransformer, with its superior performance 

and scalability, represents a promising solution for addressing these challenges and enhancing network security in 

an increasingly interconnected world. 
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