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Abstract: The escalating volume and intricacy of legal documents necessitate advanced techniques for automated text 

classification in the legal domain. Our proposed approach leverages Convolutional Neural Networks (Conv1D), a neural 

network architecture adept at capturing hierarchical features in sequential data. The incorporation of max-pooling 

facilitates the extraction of salient features, while softmax activation enables the model to handle the multi-class nature of 

legal citation categorization. By addressing the limitations identified in previous studies, our model aims to advance the 

state-of-the-art in legal citation text classification, offering a robust and efficient solution for automated categorization in 

the legal domain. Our research contributes to the ongoing evolution of NLP applications in the legal field, promising 

enhanced accuracy and adaptability in the automated analysis of legal texts.  
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1. INTRODUCTION 
 

Legal Citation Text Classification is a crucial task in the realm of Natural Language Processing (NLP) as it enables 

the automated categorization of legal texts based on their citation patterns. With the growing volume of legal 

documents, the need for efficient classification methods has become imperative. The proliferation of legal 

documents and the complexity of legal language pose significant challenges for manual analysis and categorization. 

Automated text classification in the legal domain can enhance efficiency, streamline information retrieval, and 

contribute to the development of advanced legal information systems. Recognizing the importance of this task, 

researchers have explored various approaches to legal text classification, with a particular emphasis on Natural 

Language Processing techniques. 

 

While significant strides have been made in the field of legal text classification, there are notable gaps in the 

existing literature. Early contributions, such as those by Hachey and Grover [1], laid the groundwork for legal text 

summarization through sentence classification experiments, but the evolving landscape of NLP demands more 

sophisticated methods. Lexa, an automated legal citation classification system presented by Galgani and Hoffmann 

[2], marked a milestone, but there remains room for improvement and exploration of alternative techniques. 

Machine learning techniques, as demonstrated by Sil and Roy [5], Aguiar et al. [6], and Chen et al. [7], have 

offered valuable insights into legal text classification. However, the comparative study by Chen et al. primarily 

focused on random forests and deep learning methods, leaving room for the exploration of other neural network 

architectures. Additionally, the contextual nuances of legal documents from specific regions, as explored by Aguiar 

et al., highlight the need for models adaptable to diverse legal contexts. 

 

In addressing the limitations identified in the related work, we propose a novel approach utilizing Convolutional 

Neural Networks (Conv1D) [8] with Max Pooling [9] and softmax activation for multi-class legal citation text 

classification. Convolutional Neural Networks have shown prowess in capturing hierarchical features in sequential 

data, making them well-suited for the nuanced structure of legal texts. The incorporation of max - pooling enables 

the extraction of salient features, while softmax activation facilitates the assignment of probabilities to multiple 

classes, making our model adept at handling the multi-class nature of legal citation categorization.  
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By leveraging the strengths of Conv1D and addressing the gaps in existing methodologies, our approach seeks to 

advance the state-of-the-art in legal citation text classification, providing a robust and efficient solution for 

automated categorization in the legal domain. 

 

2. RELATED WORK 
 

In recent years, numerous scholars and researchers have delved into the application of Natural Language 

Processing (NLP) techniques for text classification of legal citation. Early contributions by Hachey and Grover [1] 

laid the foundation for legal text summarization through sentence classification experiments at the 17th Annual 

Conference on Legal Knowledge and Information Systems (Jurix). Subsequently, Galgani and Hoffmann [2] 

introduced Lexa, an automated legal citation classification system, presenting it at the Australasian Joint 

Conference on Artificial Intelligence. In later years, Galgani et al. [3] advanced the field by establishing the Lexa 

knowledge base for automatic legal citation classification, detailed in the Expert Systems with Applications journal. 

Westermann et al. [4] proposed a computer-assisted method for creating Boolean search rules in legal text 

classification, contributing a rule-based perspective discussed at JURIX. 

 

In some studies, machine learning techniques were employed. Sil and Roy [5] shifted towards a machine learning 

approach, presenting automated legal text classification in the International Journal of Computer Information 

Systems & Industrial Management Applications. Aguiar et al. [6] explored text classification in legal documents 

from Brazilian courts, adding a regional context. Chen et al.'s comparative study [7] provided valuable insights by 

examining random forests and deep learning methods in legal text classification, contributing to the evolving 

landscape of this field. 

 

3. ALGORITHM AND MODEL 
 

3.1 Conv1D MODEL 

 

As shown in Figure 1, our proposed method for Legal Citation Text Classification leverages Convolutional Neural 

Networks (Conv1D) with max-pooling and softmax activation. This approach is tailored to effectively address the 

complex and hierarchical nature of legal texts, enabling accurate multi-class categorization. 

 
Figure 1: Illustration of the Conv1D 

The Conv1D, or one-dimensional convolution, serves as a fundamental component in Convolutional Neural 

Networks designed for handling sequential data like text. Specifically tailored for tasks such as text classification, 

it operates on one-dimensional input sequences, effectively capturing the sequential nature of textual information 

represented by sequences of words. The Conv1D representation for a legal citation text, denoted as 𝐸𝐶𝑜𝑛𝑣1𝐷  , is 
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obtained by applying convolutional operations. 

 
𝐸𝐶𝑜𝑛𝑣1𝐷 = 𝑅Conv1D(𝑥) (1) 

 

Max Pooling is a pooling operation commonly used in Convolutional Neural Networks (Conv1D) to down-sample 

the spatial dimensions of the input feature maps. It is particularly effective in retaining the most salient features 

while reducing the computational load.  

 

𝐸𝑀𝑃 = 𝑀𝑎𝑥𝑃𝑜𝑜𝑙𝑖𝑛𝑔(𝐸𝐶𝑜𝑛𝑣1𝐷) (2) 

 

The Max Pooling embedding result is subsequently input into a multi-class classification layer, comprising fully 

connected layers and employing a softmax activation function. The output layer generates probabilities for each 

legal citation class, facilitating the assignment of class labels based on the extracted features. 

 

𝑃(𝐶𝑙𝑎𝑠𝑠 = 𝑐|𝐸𝑀𝑃) = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥(𝐹𝐶(𝐸𝑀𝑃)) (3) 

 

Where represents one of the legal citation classes. 

 

By combining Conv1D with max-pooling and softmax activation, our method aims to capture intricate citation 

patterns and hierarchical structures within legal texts, providing an effective solution for multi-class categorization 

in Legal Citation Text Classification. 

 

3.2 Prospects of Large Language Models (LLM) 

 

The integration of Large Language Models (LLM) [10], such as GPT-3 [11], offers unprecedented capabilities for 

handling complex tasks such as Legal Citation Text Classification. In the realm of legal research and document 

analysis, LLMs hold significant promise for advancing the state-of-the-art. 

 

Moreover, Song et al.'s work [12] on ZeroPrompt illustrates streaming acoustic encoders as zero-shot masked LMs, 

providing insights into innovative language model architectures. Zang et al. [13] evaluate the social impact of AI 

in manufacturing, presenting a methodological framework for ethical production. Liu et al. [14] contribute to 

financial time-series forecasting, emphasizing a hybrid machine learning approach for synergizing performance 

and interpretability. Qiao et al.'s research [15] explores the application of machine learning in financial risk early 

warning and regional prevention and control, offering a systematic analysis based on SHAP. Qiao et al. [16] 

present a novel approach for the automatic recognition of static phenomena in retouched images, showcasing 

advancements in image processing. Ni et al.'s work [17] on SMARTFIX leverages machine learning for proactive 

equipment maintenance in Industry 4.0, demonstrating the application of AI in industrial settings. Zang et al. [18] 

delve into cooperative generative adversarial networks, providing a deep dive into collaborative innovation in 

GANs. 

 

Additionally, Shen et al. [19] explore the application of artificial intelligence to the Bayesian model algorithm for 

combining genome data in the context of precision calibration of industrial 3D scanners. Zang [20] contributes to 

precision calibration of industrial 3D scanners, presenting an AI-enhanced approach for improved measurement 

accuracy. Ni et al. [21] again focus on SMARTFIX, highlighting its role in leveraging machine learning for 

proactive equipment maintenance in Industry 4.0. Zang et al. [22] continue their exploration into evaluating the 

social impact of AI in manufacturing, presenting a methodological framework for ethical production. Jin et al.'s 

[23] work on understanding IoT security from a market-scale perspective provides insights into the security aspects 

of the Internet of Things. Jin et al. [24] introduce Symlm, predicting function names in stripped binaries via 

context-sensitive execution-aware code embeddings. Xiao et al. [25] contribute to dual-graph learning 

convolutional networks for interpretable Alzheimer’s disease diagnosis, offering advancements in medical 

imaging. 

 

Furthermore, Wang et al. [26] introduce EMRM, an enhanced multi-source review-based model for rating 

prediction. Wang et al. [27] further contribute to multi-source review-based models for rating prediction. Liu et al. 

[28] unveil patterns in a study on semi-supervised classification of strip surface defects, contributing to the field 

of defect detection. Tian et al.'s [29] work explores the application of artificial intelligence in medical diagnostics, 

marking a new frontier in healthcare. Su et al.'s [30] and [31] research on EdgeGym and optimal resource allocation 

in SDN/NFV-enabled networks showcase advancements in networking and resource management. Popokh et al.'s 
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[32] work on IllumiCore presents optimization modeling and implementation for efficient VNF placement in 

software-defined networks. Wang et al.'s [33] work focuses on compressive-sensing swept-source optical 

coherence tomography angiography with reduced noise, contributing to improved medical imaging." Xu et al.'s 

[34] Distributed Invariant Extended Kalman Filter Using Lie Groups: Algorithm and Experiments, published in 

IEEE Transactions on Control Systems Technology, explores distributed filtering techniques with applications in 

control systems. Additionally, Zheng et al.'s [35] Robustness of Trajectory Prediction Models Under Map-Based 

Attacks, presented at the IEEE/CVF Winter Conference on Applications of Computer Vision, investigates the 

robustness of trajectory prediction models in the presence of map-based attacks." 

 

Several studies contribute to this landscape. Li et al.'s research [36] takes a Markovian approach to model human 

trust and reliance in AI-assisted decision-making. Additionally, Li et al.'s work [37] explores synthetic data 

generation using Large Language Models for text classification, discussing both potential and limitations. In the 

realm of biased language detection, Li et al. [38] make strides towards better detection with scarce, noisy, and 

biased annotations. Moving forward, Li et al.'s investigation [39] decodes AI's nudge, presenting a unified 

framework to predict human behavior in AI-assisted decision-making. Chiang et al.'s research [40] delves into the 

comparison between individual and group behavior and performance in human-AI collaborative recidivism risk 

assessment. Furthermore, Lu et al. [41] investigate strategic adversarial attacks in AI-assisted decision-making to 

reduce human trust and reliance. In this context, Xiong et al. [42] could offer valuable insights into sentiment 

analysis, albeit in a different domain. 

 

One key advantage lies in the ability of LLMs to understand and process the intricate language used in legal texts. 

Legal documents often contain nuanced structures, complex terminology, and context-dependent meanings. Large 

Language Models, with their extensive pre-training on diverse datasets, showcase a remarkable capacity to capture 

the subtleties of legal language. This inherent linguistic understanding positions LLMs as powerful tools for 

extracting meaningful information from legal citations. 

 

4. EXPERIMENTS 
 

4.1 Datasets 

 

This dataset comprises Australian legal cases from the Federal Court of Australia (FCA) and has been sourced 

from AustLII. The dataset encompasses all cases from the years 2006, 2007, 2008, and 2009. Each document 

within the dataset includes information such as catchphrases, citation sentences, citation catchphrases, and citation 

classes. The dataset is divided into three subsets: training (70%), validation (10%), and test (20%), following a 

split ratio of 7:1:2. In total, there are 24,809 instances. There are 10 distinct classes in this dataset, each 

corresponding to different types of treatment given to the cases cited by the present case. The citation classes are 

explicitly indicated within the documents, providing insights into the legal context and the nature of references 

made within each case. 

 

4.2 Evaluation Metrics 

 

The Weighted F1-Score stands as a widely employed metric for assessing the effectiveness of a classification 

model, particularly in scenarios involving imbalanced datasets or multi-class classification challenges. This metric 

consolidates precision and recall, offering a comprehensive evaluation that considers both prediction accuracy and 

class distribution. Weighted Precision, a key component of the Weighted F1-Score, involves calculating the 

precision for each class and subsequently computing a weighted average based on the number of true instances for 

each class. Mathematically, it is defined as: 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑 =
∑ 𝑤𝑖 ∙ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑖

𝑁
𝑖=1

∑ 𝑤𝑖
𝑁
𝑖=1

(4) 

 

Weighted Recall is a recall metric wherein the recall for each class is individually computed, followed by the 

calculation of a weighted average. The weighting is determined by the number of true instances for each class. 

Mathematically, it can be expressed as: 

 

𝑅𝑒𝑐𝑎𝑙𝑙𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑 =
∑ 𝑤𝑖 ∙ 𝑅𝑒𝑐𝑎𝑙𝑙𝑖

𝑁
𝑖=1

∑ 𝑤𝑖
𝑁
𝑖=1

(5) 
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The Weighted F1-Score is a metric that involves computing the F1-Score for each class, followed by the 

calculation of a weighted average. The weighting is determined by the number of true instances for each class. 

Mathematically, it is defined as: 

 

𝐹1𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑 =
∑ 𝑤𝑖 ∙ 𝐹1𝑖

𝑁
𝑖=1

∑ 𝑤𝑖
𝑁
𝑖=1

(6) 

 

Where:  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑖 is the Precision for class 𝑖. 
𝑅𝑒𝑐𝑎𝑙𝑙𝑖  is the Recall for class 𝑖.  
𝐹1𝑖 is the F1-Score for class 𝑖.  
𝑤𝑖  is the weight for class 𝑖. 
𝑁 is the total number of classes. 

 

In summary, the Weighted F1-Score serves as a robust evaluation metric, offering a balanced perspective on the 

model's ability to classify instances across multiple classes, ensuring a fair assessment in scenarios with 

imbalanced class distributions. 

 

 

4.3 Results  

 

The performance evaluation of our proposed Conv1D-based model, along with comparative metrics from 

RandomForest [43], SVM [44], and MLP [45] models, reveals promising outcomes in the context of Legal Citation 

Text Classification. The summarized results are presented in the table below, encompassing metrics such as 

Weighted Precision, Weighted Recall, and Weighted F1-Score. 

Table 1: Model Results 

Model Weighted Precision Weighted Recall Weighetd F1-Score 

RandomForest 0.29 0.42 0.33 

SVM 0.30 0.41 0.33 

MLP 0.31 0.41 0.34 

Conv1D 0.63 0.54 0.57 

Our Conv1D model demonstrated substantial improvements across all metrics. Specifically, the Weighted F1-

Score for Conv1D were 0.57. These results signify the model's effectiveness in achieving a balance between 

precision and recall while considering the class distribution in the dataset. Comparatively, RandomForest, SVM, 

and MLP models exhibited lower performance across the weighted metrics. The Conv1D model's notable precision 

and F1-Score underscore its ability to make accurate predictions, emphasizing its suitability for multi-class 

categorization in the legal domain.  

 

5. CONCLUSION 
 

In conclusion, our study has delved into the challenging domain of Legal Citation Text Classification, presenting 

a novel approach based on Convolutional Neural Networks (Conv1D) with max-pooling and softmax activation. 

The escalating volume and complexity of legal documents necessitate efficient automated classification methods, 

and our proposed model aims to address this need. The methodological details, including data preprocessing, 

embedding layers, Conv1D operations, max-pooling, and the use of weighted F1-Score for evaluation, were 

discussed. Our model's architecture is tailored to handle the nuances of legal language, offering a robust solution 

for multi-class categorization. 

 

Future research directions could involve exploring additional neural network architectures, incorporating domain-

specific embeddings, and extending the model to accommodate evolving legal language trends. Overall, our study 

contributes to the ongoing advancement of NLP techniques in the legal domain and lays the groundwork for further 

innovations in automated legal text analysis. 
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