Journal of Theory and Practice of Engineering Science  ISSN: 2790-1505
DOI: 10.53469/jtpes.2024.04(01).14

Applying Machine Learning Algorithm to
Optimize Personalized Education
Recommendation System

Wangmei Chen'*, Zepeng Shen?, Yiming Pan?, Kai Tan*, Cankun Wang>

! Computer Science(Software Technology), The National University of Malaysia,Malaysia
2Network Engineering, Shaanxi University of Technology, Shaanxi 723001, China
3Computer Science, Individual Contributor, Austin, TX, USA
“Electrical & Computer Engineering ,University of Washington, Seattle, WA, USA
SBiomedical Informatics, The Ohio State University, Columbus,USA
*Correspondence Author, chancandy898@gmail.com

Abstract: In recent years, with the continuous progress and development of science and technology, especially the
continuous development of artificial intelligence, machine algorithm and other technologies, the education system has also
begun to carry out more personalized content from traditional functions. Traditional education systems often adopt a
one-size-fits-all approach to teaching that does not take into account the unique needs and learning styles of each student.
An education system personalized and optimized by machine learning algorithms can provide customized learning
materials and recommendations based on each student's learning history, interests and abilities to improve learning
outcomes, and machine learning algorithms can provide real-time feedback on student performance and adjust learning
plans based on feedback. This makes the learning process more dynamic and personalized. It can therefore be applied to all
types of education, including language learning, mathematics, science, etc. However, improving the efficiency of machine
learning algorithms depends more on the improvement of numerical optimization algorithms, so it is necessary to
summarize the optimization algorithms in large-scale machine learning. This paper tries to make a detailed overview of the
existing machine learning algorithms in optimizing personalized education recommendation system, and introduces the
algorithm optimization process.
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1. INTRODUCTION

The smart revolution is sweeping the world. At the beginning of 2017, the mysterious chess player Master won the
New Year's Go war between many world-class players from China, Japan and South Korea came to an end, and
then Master was confirmed to be the AlphaGo that defeated Lee Sedol in March 2016. This is an absolute
"historical event" in the history of artificial Intelligence. Al is also impacting People's Daily lives.

The educational reform brought by new technology is in the ascendant, and artificial intelligence and smart
education lead the innovation of education and teaching, which has become an inevitable trend in the development
of education informatization[1-3]. With the rise of big data in education, how to analyze a large amount of data to
support accurate prediction is a new topic facing the era of artificial intelligence. Machine learning, as an important
branch of artificial intelligence, can meet the needs of educational big data analysis and prediction. Therefore,
through the analysis of the object, process, specific methods and stakeholders of machine learning, the
appropriateness of machine learning and intelligent education is discussed. By combing and summarizing the
results of foreign case studies on the application of machine learning in education based on real data in recent years,
it is found that the current application of machine learning in education mainly focuses on six aspects, such as
student modeling, student behavior modeling, predicting learning behavior, warning of dropout risk, learning
support and evaluation, and resource recommendation. From the three levels of cross-border, technology and
teaching, the framework based on intelligent education puts forward relevant suggestions for the educational
application and innovation of machine learning.

2. RELATED WORK

Although the current artificial intelligence has gradually developed, it is still in the initial stage in the integration
process with education and teaching practice, and has not yet developed to a mature period. In view of the cases
and research results of the combination of education system and artificial intelligence at home and abroad in recent
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years, the research on technology development and application has reached a high degree of attention. Among
them, the four major applications of artificial intelligence in education, namely "intelligent learning guide system,
automated assessment system, educational games and educational robots", have attracted particular attention from
scholars[3-4]. It is also the main direction used by teachers in the field of basic education. Among them, the
intelligent learning guide system is the most popular intelligent product nowadays, which can customize
personalized learning programs according to the learning style, personality characteristics, knowledge structure
and emotional state of learners, and meet the requirements of "individualized teaching".

2.1 Intelligent Recommendation System

Intelligent recommendation system is a personalized recommendation service based on user historical data and
machine learning algorithm. With the popularization of the Internet and the accumulation of massive data,
intelligent recommendation system has attracted more and more attention and gradually become one of the hot
research directions in the field of artificial intelligence[5].

At present, the research of intelligent recommendation system mainly includes four aspects: recommendation
algorithm, user behavior modeling recommendation effect evaluation and recommendation system application.
Recommendation algorithm is the core of intelligent recommendation system. Researchers mainly start from
collaborative filtering, deep learning, image recommendation, sequence recommendation and other aspects, and
constantly improve and optimize the algorithm to improve the accuracy and efficiency of recommendation. And
the application scenarios of intelligent recommendation systems are also constantly expanding and deepening,
such as e-commerce, social networks, art and other fields. However, there are not many applications of intelligent
recommendation system in the field of education at present, especially the intelligent recommendation system of
application tools has not been developed and perfected[6-8]. Combined with the above analysis of the research
status of artificial intelligence in the field of basic education, this study is mainly to design and develop a kind of
recommendation system of intelligent application tools to solve the current problems. And gradually update and
improve the relevant functions in the later stage.

2.2 Machine Learning and Intelligent Recommendation

The intelligent recommendation system based on machine learning is mainly composed of data preprocessing
feature engineering, collaborative filtering algorithm and recommendation system management module. The data
preprocessing part is mainly responsible for cleaning the original data and extracting features to get the feature
vector; In feature engineering, the user's behavior characteristics are extracted by analyzing the user's historical
behavior.In practical application, The core problem of recommendation system is to recommend products with
high similarity of interest to users. At this point, a function f(x) is needed to calculate the similarity between the
candidate product and the user, and recommend the product with high similarity to the user[9]. In order to predict
the function f(x), the historical data can be used mainly: the historical behavior data of the user, the information of
other users related to the user, the similarity between the goods, and the description of the text.

Suppose that set C represents all users and set S represents all items that need to be recommended. Function f
represents the utility function of the availability between item x and user c:

x o (1)

Where R is a total sorted set, for every user ¢ € C, want to select from the set of goods, that is, s€ S, in order to
maximize the value of the application function f.

2.3 Collaborative Filtering

Collaborative filtering is a classic and commonly used recommendation algorithm, which is completely dependent
on the behavioral relationship between users and items. From its name "collaborative filtering", we can also peek
at the principle behind it, that is, "cooperate with everyone's feedback, evaluation and opinions, filter massive
information together, and screen out the information that users may be interested in[10]." Collaborative filtering
algorithms are mainly divided into two categories:

1) Item-based collaborative filtering algorithm: recommend items to the user that are similar to the items he
previously liked.
2) User-based collaborative filtering algorithm: recommend items to users who are similar to their interests.
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For example, the whole process of a certain e-commerce recommendation system from obtaining the original data
to generating the final recommendation score can be summarized into 6 steps, as shown in the following figure:
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Figure 1: Cooperative filtering intelligent recommendation principle

In the above e-commerce website recommendation system, the use of co-occurrence matrix can effectively predict
the user's preference for goods. This process first converts the user's positive (like) and negative (step) comments
into a number in the co-occurrence matrix, which is 1 and -1, respectively, and 0 if there is no data. Then, by
analyzing the similarity of evaluation among users, the system finds out the users whose interests are closest to the
target users.

Taking user X and TV set as an example, by comparing the similarity of user X's evaluation mode with other users,
the system selects user B and user C whose interests are most similar to user X's. Since these two similar users
rated the TV negatively, the recommendation system predicted that user X's attitude toward the TV would also be
negative. Therefore, the intelligent recommendation system based on the collaborative filtering algorithm decides
not to recommend the TV set to user X in order to optimize the user experience and recommendation effect[11-15].

To sum up, collaborative filtering algorithms play a key role in the intelligent recommendation of education
systems, with the advantage of providing personalized learning content and resource recommendations by
analyzing and matching the behavior and preferences of users (such as students and teachers). The algorithm uses
the mutual evaluation and feedback among users to identify similar user groups, and then recommends those
educational resources or courses favored by similar users. Based on this principle, this paper analyzes the
application status of collaborative filtering in modern innovative education through the collaborative filtering
intelligent recommendation optimization combined with machine learning. And by providing a customized
learning experience, it helps to improve learning efficiency and motivation, thereby optimizing the overall
educational experience.

3. METHODOLOGY

Genetic algorithm and K-means clustering algorithm are used to optimize the collaborative filtering algorithm, and
a personalized recommendation model of collaborative filtering is constructed[16][17]. The questionnaire survey
shows that 98% of the students think the personalized course resource recommendation system is effective, and
only 2% think it is ineffective. The above results indicate that the collaborative filtering personalized
recommendation model can well recommend course resources for students and improve their learning interest and
efficiency.

3.1 Model Architecture

In this experiment, the personalized recommendation model of association rules in the teaching intelligent system
requires a large amount of data to be analyzed, and the generation of association rules is difficult and the accuracy
is low, so it cannot be truly personalized recommendation[18-21]. Therefore, it is necessary to build a
recommendation system according to the collaborative filtering personalized recommendation model to achieve
the purpose of personalized recommendation of course resources for students. Therefore, in the process of
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establishing the model, it is first necessary to give different score values to the course resources according to the
degree of interest of the student users, and the score values are expressed by integer numbers 0 ~ 5. The higher the
score, the greater the interest of student users in this course resource, and the greater the expectation of student
users for similar courses of this course; The lower the score, the less the student user's interest in the course, and the
lower the student user's expectation; When the score value is 0, it means that the student user has not scored the
course resource. The student-course grading matrix is shown as the formula:

R(mn) = s e e " (2)

In the student-course scoring matrix of the above formula, m represents the number of users, n represents the
number of courses, and Rmn represents the scoring value of the m student user for the n courses. To facilitate data
collection and calculation, a binary variable (0,1) is used to express the score attribute in the matrix. 0 in the binary
variable means that the student user does not like the course[22], and 1 means that the student user likes the course.
The set of neighbors of the target student user can be found according to the student-course rating matrix. The
similarity between the student user and the neighbor set is the key to the accuracy of the recommended course, so
the similarity between the users needs to be calculated

3.2 Optimization of collaborative Filtering Recommendation Model by GA-K-means Algorithm

Collaborative filtering recommendation model can realize personalized course recommendation for students, but
the model has the problems of cold start and data sparsity. The cold start problem is divided into new student user
problem and new course resource problem. The problem of new student user is that a newly registered student has
not evaluated and scored course resources, nor has corresponding browsing history. The collaborative filtering
recommendation model cannot predict the interested course resources of this student user. It will not be possible to
recommend course resources that students may be interested in.

. E;seNf[u]Sim(u'v) * T

Tut =
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K-means clustering algorithm (K-means clustering algorithm) is a common partitioning clustering method. Its
principle is to take a random K objects in a data set as the clustering center, and other data objects in the data set
will be determined according to the distance from the K data objects[23]. Automatically grouped into a class with
the nearest cluster center; These classes are then iterated so that the data objects are moved in the class and the
average value is calculated based on the update of the data in the class, and the data objects are redistributed, thus
improving the class until the maximum number of iterations is reached or no new clusters are generated.

In the personalized recommendation process, the User-Embedding_K matrix and Embedding_k-item matrix (Em
bedding K is a hyperparameter, set by yourself), the multiplication of the two matrices can just get the User-Item
matrix.

K

Figure 2: User-Embedding, Embedding-Item
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3.3 Performance analysis of Collaborative Filtering Personalized Recommendation Model

Recommendation accuracy is an important index to evaluate the performance of personalized recommendation
model. Only when the recommendation accuracy is high enough, the personalized recommendation model can
truly achieve the purpose of personalized recommendation of course resources for students. The smaller the MAE
difference, the higher the prediction accuracy of the model, and the better the personalized recommendation effect
of the model. The unoptimized collaborative filtering recommendation model and the collaborative filtering
recommendation model optimized by genetic K-means algorithm were constructed respectively, and tested with
the same student data. The nearest neighbors were taken from 5 to 30, and the neighbor number interval was 5. The
test results were shown in the figure.
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Figure 3: Accuracy analysis results

As can be seen from the figure, the MAE value of both models gradually decreases with the increase of the number
of nearest neighbors, indicating that the more the number of nearest neighbors, the closer the predicted student
score of the model is to that of the real student score, and the better the recommendation effect of the model.

3.4 Realize the Effect Pattern Example
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Figure 3: Collaborative process decomposition renderings

As shown in the figure on the left, the collaborative filtering algorithm finds personalized courses that users are
likely to like in an intuitive way. It uses the user's history courses as a basis to find similar users who have watched
the same courses as the target user Joe, and then finds other videos that these similar users like to watch most and
recommends them to the target user.

Collaborative filtering is a recommendation algorithm that filters a large amount of information and screens out the
information of interest to users by cooperating with everyone's feedback, evaluation and opinions[23-25]. Its
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implementation process mainly consists of three steps: first, create a co-occurrence matrix according to the user
behavior history, then find similar users according to the co-occurrence matrix, and then recommend the
personalized part that the target users like according to the content that similar users like.

However, the ability of collaborative filtering to deal with sparse matrix is relatively poor, so a matrix
decomposition algorithm is proposed, which generates user vector matrix and item vector matrix by decomposing
co-occurrence matrix, and then obtains user hidden vector and item hidden vector. You can treat the final result
entirely as a user Embedding and item Embedding.

4. CONCLUSION

The experimental results show that using genetic algorithm and K-means clustering algorithm to optimize the
collaborative filtering recommendation model can significantly improve the personalization and accuracy of
course resource recommendation in the education system. Through the collaborative filtering personalized
recommendation model, 98% of students believe that the personalized course resource recommendation system is
effective, which not only improves students' learning interest and efficiency, but also reflects the effectiveness of
the model in predicting students' preferences and providing personalized learning resources. In addition, the model
shows strong adaptability and solving ability to deal with the cold start problem of new users and new course
resources and the problem of data sparsity, which further strengthens the robustness and practicability of the
recommendation system.

In the future, there is great potential for the application of machine learning in educational recommendation
systems. With the continuous progress of algorithms and the enhancement of data processing capabilities,
personalized recommendation systems will understand and predict students' needs and preferences more
accurately, thus providing more suitable and efficient learning resources. This not only optimizes the learning path,
but also motivates students to learn, providing each student with a unique, customized learning experience. At the
same time, with the development of artificial intelligence technology, these systems are expected to become more
intelligent and able to respond to students' learning progress and feedback in real time, further driving the
education industry to a more efficient and personalized direction.
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