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Abstract: The relevance of AI technology to abnormal prediction of corporate financial statements is reflected in its ability
to identify and predict abnormal patterns in financial data through advanced algorithms. This predictive power is primarily
based on machine learning and data mining techniques such as decision trees, neural networks, and deep learning. These
techniques can analyze historical financial data and learn patterns and trends to effectively predict possible future
anomalies, such as fraud, errors, or other irregularities. By identifying these anomalies in a timely manner, businesses can
take preventive measures to reduce potential financial losses. The role of AI in the financial management of enterprises is
reflected in its ability to process and analyze large amounts of complex data. AI technology can help companies automate
cumbersome financial processes such as invoice processing and reimbursement management, increasing efficiency and
accuracy. Based on AI deep learning algorithm, this paper uses ARIMA regression model to predict financial anomalies
and financial development trends of enterprises, so as to help enterprises manage risk and make investment decisions, and
better cope with financial risks and grasp investment opportunities.
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1. INTRODUCTION

Financial distress prediction is an important research direction in the field of financial management and investment
management, because how or whether the financial situation of an enterprise will fall into financial distress is
related to not only the strategy formulation and adjustment of the enterprise itself, but also the interests of its
creditors or investors. The research on the judgment of enterprise's financial situation and the prediction of
financial distress is especially of great theoretical and practical significance. The prediction of financial distress is
to realize the accuracy and precision of the financial statements of enterprises through the analysis of the
accounting statements publicly released by enterprises and the macroeconomic indicators released by the state, and
to judge the overall financial situation of enterprises to predict the probability of financial distress in the future
period of time[1]. The purpose of this paper is to predict the general financial anomalies and trends of enterprises
through ARIMA model combined with artificial intelligence deep learning algorithm, aiming to propose a
financial distress prediction method that can be widely used without the limitations of enterprise size, industry
limitations, equity structure and other limitations. As a market entity, the evaluation of enterprise value is mainly
reflected in its income and forecast. There are many indicators that can reflect corporate income, such as corporate
free cash flow, EBIT and so on. However, different indicators have some drawbacks in some special cases, and
using free cash flow as an indicator to forecast earnings can effectively avoid these drawbacks. Therefore, this
paper chooses to evaluate the enterprise value by predicting the free cash flow of the enterprise.

2. MODEL AND ALGORITHM

With the rise of big data and artificial intelligence, machine learning has advantages in simulating specific
characteristics of objects and processing complex and large amounts of data. By conducting multidimensional
statistical analysis of big data and eliminating interfering information, high accuracy of corporate financial
prediction can be obtained. Therefore, using machine learning method to study the factors of financial fraud has
certain advantages

2.1 Support Vector Machine
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Support vector machine (SVM) is a generalized linear classifier used to solve complex regression and
classification problems. Based on the principle of maximizing the interval, the linear non-fractional data is
extended to multidimensional space, and the hyperplane is divided to find the global optimal solution, and the
generalization ability of the model is enhanced, so as to solve the statistical prediction of small samples and
nonlinearity[2].

If the support vector machine is used to identify financial fraud, it is necessary to first find the point closest to the
hyperplane in the sample points of fraud and non-fraud and maximize the distance from this point to the
hyperplane, so as to distinguish the fraud sample from the non-fraud sample, and the determined hyperplane can be
used as a classifier to judge whether the sample is fraudulent[3].

Given training sample (Xi1,Xi2.... ,Xik,Yi), constructs the objective function fx) so that it is as close to y as
possible. Where Xi is the input vector and Yi is the output vector. The nonlinear mapping φ(x) needs to be
introduced when selecting the optimal hyperplane:

(1)

In the formula, ω is the weight coefficient and b is the deviation. The optimal hyperplane problem is transformed
into a quadratic problem:

(2)

In the formula, Q is the objective value of optimization, w is the weight coefficient. Finally, the Lagrangian
function is transformed into the dual form to obtain the optimal hyperplane. ai,ai*, is set as the Lagrange factor.
K(xi,xj) is the kernel function, including linear kernel function, polynomial kernel function RBF kernel function,
etc., the following regression function is obtained:

(3)

2.2 Logistic Regression

Logistic regression, as a commonly used machine learning method, belongs to the factory regression model. The
dependent variable of logistic regression model is binary classification variable[4]. The existing training set
sample data is used to fit the model, and the obtained model is used to predict the test set. The formula is as
follows:

(4)

In the formula, Xi1, Xi2, Xik, represent the k characteristic attribute values of the i variable,β1,β2,βk, represent the
regression coefficient of each characteristic attribute f(xi,β) represents the probability that a sample belongs to a
positive class, y = 1 represents the financial abnormal state, then f(xi,β) represents the probability of predicting a
financial anomaly.

2.3Neural Network
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A neural network is a computing system that simulates the workings of the human brain and consists of a large
number of interconnected nodes, or neurons[5]. These nodes process complex patterns of data by mimicking the
way the human brain learns. In the prediction of financial anomalies, neural networks can identify and predict
potential financial risks and anomalies. For example, by training a neural network to analyze historical financial
data, such as profits, expenses, and balance sheets, it can learn to identify unusual patterns in financial statements,
thereby helping companies to detect and respond to potential financial risks in a timely manner, such as fraud,
financial distress, or declining profitability. In this way, neural networks become a powerful tool that enhances risk
management and decision making.

Figure 1: Three-layer neural network diagram of enterprise financial anomalies

2.4 ARIMAModel

The time series model (ARIMA) is built on the assumption that it is stable. Intuitively, if we think that a time series
produces a particular behavior over time, there is a high probability that it will behave the same way in the future.
Of course, without this feature, our quantitative analysis is useless, in ARIMA (p, d, q), AR is "autoregressive", p
is the number of autoregressive terms[6]; MA is the "moving average", q is the number of terms of the moving
average, and d is the number of differences (orders) made to make it a stationary sequence. These three parameters
are statistical data set for seasonality, trend and noise. p is the autoregressive part of the model[7]. It allows us to
incorporate the effects of past values into our models. Probability is called prior knowledge, popular point is to
look at the past to know the future, if the past three days have been warm, tomorrow may be warm. Autoregressive
term (p) : The AR condition is simply the lag of the dependent variable. For example, if P is equal to 5, then the
prediction x (t) will be x (t-1)... (t-5).

d is the integrated part of the model. Including the amount of difference, intuitively speaking, if the temperature
difference over the past three days is very small, there may be the same temperature tomorrow. Difference number
(d) : The number of non-seasonal differences, i.e. in this case we use a first-order difference. Seasonal difference,
first order, second order...

q is the moving average part of the model. This allows us to set the error of the model to a linear combination of the
error values observed at previous time points in the past[8]. Moving average (q) : The MA condition is a delayed
prediction error of the prediction equation. For example, if q is equal to 5, predict x (t) will be e (t-1)... e(t-5), e(i) is
the difference between the moving average at the i th time and the actual value.

(5)

Among them, ARIMA's prediction model can be expressed as: the predicted value of Y = the constant c and/or the
weighted sum of Y for one or more recent times and/or the prediction error for one or more recent times.

Therefore, ARIMA model is a time series analysis method in the forecast of enterprise financial situation, which
has significant advantages in the prediction of financial anomalies. The model predicts future values by
considering the autoregressive (AR), difference (I), and moving average (MA) parts of the historical data. In the
field of finance, the ARIMA model is particularly suitable for analyzing and forecasting time series data such as
economic indicators, stock prices, and sales. Its advantage lies in its ability to efficiently process and analyze
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non-stationary time series data, thus providing more accurate predictions. For example, by applying the ARIMA
model to a company's historical financial statement data, it is possible to predict the future trend of its revenue,
expenses, or other financial indicators, thereby helping the company to identify possible financial anomalies, such
as sudden revenue declines or cost increases, in advance, so that timely measures can be taken to avoid potential
risks[9]. This makes the ARIMA model an important tool in enterprise financial analysis and risk management.

3. METHODOLOGY

3.1 Data Collection and Preprocessing

In order to test the financial situation of the enterprise predicted by the ARIMA model, the historical financial data
of the enterprise, such as profit, revenue, expenditure, assets and liabilities, is first collected. Data cleaning is then
carried out, including removal of missing values, outlier processing and data formatting to ensure data quality and
consistency. Secondly, in order to make time series data conform to the requirements of ARIMA model
(stationarity), it is necessary to conduct stationarity test of data, such as using unit root test[10]. If the data is not
stationary, differential processing is required, i.e. the value of the previous point in time is subtracted from the
current value to eliminate trend and seasonal effects.

This paper will conduct empirical research on 724 sample data in the recent financial statements of an enterprise,
draw relevant conclusions and provide a judgment basis for investors and decision makers, and confirm the
characteristics and performance of ARIMA model in deep learning algorithms.

Table 1: ADF test results of enterprise financial data difference

It can be seen from Table 1 that the p-value of the test t statistic is 0, so the null hypothesis is rejected, that is, the
first-order difference sequence is a white noise sequence and is stationary.

3.2 The Establishment of Financial Model

To sum up, since the first-order difference of the data in this paper is a stationary time series, the ARIMA(P,d,q)
model is selected in this paper.

1) Determination of model parameters. First, we know from the above analysis that d=1. Secondly, according to
the partial autocorrelation coefficient and autocorrelation coefficient, both are third-order truncated. So we know
that P=3 and g=3. Finally, when P=3 and g=3, the AIC value is the smallest, which is 9.630019. According to the
principle of information minimization, it can be determined that P=3 and g=3. Therefore, the ARIMA(3,1.3)
model is established, and the parameter estimation results of the model are shown in Table 2:

Table 1: Financial data simulation results

To test the validity of the model. The white noise test is performed on the residual sequence of the estimated model.
According to the residual correlation graph, the residual sequences of both ARIMA(3,1,3) models are
autocorrelated. It's still a partial correlation. Both fall within two standard deviations. The P-values are all greater
than 0.05, indicating that the random error term generated by ARIMA(3.1.3) model in this paper is white noise
sequence. The model passed the test. It works.

3.3 Model Simulation Conclusion

This paper makes a hypothesis experiment on whether the ARIMA model can effectively predict the anomalies of

68



 

Journal of Theory and Practice of Engineering Science           ISSN: 2790-1513
Journal of Theory and Practice of Engineering Science                   ISSN: 2790-1505Journal of Theory and Practice of Engineering Science      ISSN: 2790-1505

www.centuryscipub.com

  
  
   

 

                       
Volume 4 Issue 1, 2024

  

  
  

  

enterprise financial data and statements, and verifies that the data results can effectively predict the risks of
financial data. Therefore, the well-fitted ARIMA model can be used to predict future financial data, and the
predicted results can be compared with the actual data to identify potential financial anomalies. For example, if
actual revenue is much lower than forecast, it can indicate underlying financial problems.

However, in current financial forecasting algorithms, there are a variety of methods used to predict the trend of
time series, each with its own advantages. But there are also some shortcomings[11]. The ARIMA model adopted
in this empirical analysis can be used as a decision-making tool to evaluate financial investment. However, it
should be noted that in the model prediction, the error between the predicted result and the actual occurrence value
is relatively small in the first five trading days in the future, and the error ratio tends to increase after that. To some
extent, it shows that this model is more suitable for short-term prediction of stock price, while other models need to
be established for long-term prediction

3.4 Characteristics of ARIMAModel in Financial Forecasting

Advantages: The model is very simple, only requires endogenous variables and does not need to rely on other
exogenous variables.

Cons:

1) The time series data is required to be stationary or stable through differencing.

2) In essence, it can only capture linear relationships, but not non-linear relationships.

Note that using ARIMA model to predict time series data must be stable, if the data is unstable, it will not be able
to capture the rule. For example, the reason that stock data cannot be predicted with ARIMA is that stock data is
volatile and often subject to policy and news.

2) Determine that time series data is stable.

A random variable of a time series is stable if and only if all of its statistical properties are time independent (are
constants about time).

How to judge:

Stable data is no trend, no periodicity; That is, its mean has a constant amplitude on the time axis, and its variance
tends to be the same stable value on the time axis. The Dickey-Fuller Test is usually used for hypothesis testing

4. CONCLUSION

Through the application of deep learning algorithm and ARIMA regression model, this paper successfully
demonstrates the effectiveness and potential of AI technology in the field of enterprise financial anomaly
prediction. Using these technologies, businesses can more accurately predict abnormal patterns in financial data,
allowing them to detect and respond to potential financial risks, such as fraud, errors or other irregularities, in a
timely manner[10-11]. In addition, the application of ARIMA model in financial data analysis and risk
management shows that it can effectively process non-stationary time series data to provide more accurate
forecasts for enterprises. With the continuous development of big data and artificial intelligence, it is expected that
AI will further enhance its forecasting capabilities and application scope in the field of corporate financial risk
forecasting. AI algorithms, particularly deep learning, will be able to process more complex data sets and provide
deeper insights to predict and manage a variety of financial risks. In addition, as the algorithm continues to
improve and optimize, it is expected to be able to improve the accuracy and efficiency of predictions while
reducing the reliance on specialized knowledge.

Therefore, many enterprises can widely develop AI intelligent algorithms in analyzing corporate financial
statements or realizing financial risk prediction, and should continue to invest in AI technology and data science
capabilities to better use these tools for risk management and decision support, while ensuring high quality and
secure data[12]. The performance of an AI model depends largely on the quality of the input data.
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In this study, we have introduced a novel methodology tailored for the mechanical domain, specifically focused on
predicting the position of a robot based on sensor data collected from the floor. The approach leveraged a
Convolutional Neural Network (CNN) model, which proved highly effective in extracting and learning spatial
features from the sensor data.
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