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Abstract: With the rapid development of information technology, the network has become the main platform for important
activities such as People's Daily life, business and government. However, the issue of network security has increasingly
become the focus of attention. The rise of cyber intrusions has threatened the security of individuals, businesses and
governments. Therefore, intrusion detection technology has become one of the important components of network security.
In this paper, the algorithm technology combined with artificial intelligence is used to realize the application status of
network security system intrusion detection and defense. The traditional K-means clustering algorithm has problems such
as low efficiency, poor detection accuracy and passive processing in network intrusion behavior detection, such as
preprocessing and k value determination. In order to solve the above problems, an improved k-means clustering algorithm
network security detection model is adopted, and the detection model experiment is realized with the help of data sets.
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1. INTRODUCTION

The continuous development of Internet technology has brought great convenience to People's Daily life and work,
but the network application has gradually exposed some defects and loopholes in the design and security of the
network. At the same time, the human invasion of the network is too hidden and destructive, and ordinary users
cannot accurately judge the abnormal behavior in the network, resulting in a great impact on network security. For
all kinds of information on the network, how to accurately extract and convey security text to users has become the
primary problem. In recent years, researchers have improved the keyword extraction method and topic detection
technology, and improved the relevant technology of topic tracking and detection. Before detecting and tracking
network information security text topic, it is necessary to process information security text features. That is, text
keyword extraction, text representation and feature weight calculation are carried out. After the text features are
processed, text topics are detected and tracked by an improved hierarchical clustering algorithm and an adaptive
topic tracking algorithm based on harmonic average similarity calculation.

Intrusion detection technology is a kind of technology that can monitor and discover network attack behavior, and
can detect intrusion in time and respond and deal with it in time. Therefore, intrusion detection technology has very
important application value in network security. Based on this, in order to effectively avoid the impact of network
system security caused by network intrusion, the reasonable application of k-maeans clustering algorithm can
effectively promote the improvement of network security detection ability. Therefore, this paper analyzes the
application research of this clustering algorithm in network security detection.

2. RELATED WORK
2.1 Intrusion detection

In 1987, Dorothy Denning published the classic paper "Human assault detection Model" in the field of human
assault detection. This xp system home document officially launched the research work in the field of human
invasion detection, and is considered to be a pioneering achievement in the field of human invasion detection. The
statistical analysis model proposed by Denning was well implemented in the early human intrusion detection
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expert system (IDES). The IDES system mainly adopts the detection recommendations given in Anderson's
technical report, but Denning's paper also includes other detection models.

The development process of intrusion detection technology is the competition process between intrusion and
defense technology, and also the process of intrusion detection itself constantly surpassing and perfecting. At
present, intrusion detection technology has developed from a simple event alarm to achieve a wide range of trend
prediction and in-depth behavior analysis, and can achieve large-scale deployment, intrusion early warning,
accurate positioning and supervision. Due to the advanced nature of the attack, the complexity of the environment,
and the limitations of the user's understanding and application of intrusion detection, the development space of
intrusion detection technology is still large.
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Figure 1: Intrusion detection technology principle model
The characteristics of intrusion detection technology.

(1) Intrusion detection technology is a technology that can detect and report illegal activities that have occurred or
are in progress in a computer system or network. These illegal activities may be attacks on computer systems or
network resources, unauthorized access, or other security incidents.

(2) The classification of intrusion detection technology is based on the monitoring and processing methods of
intrusion detection technology.

Intrusion detection technology can be divided into the following categories: (1) feature-based intrusion detection
technology. Feature-based intrusion detection technology refers to the technology that uses the known attack
characteristics to judge whether an intrusion occurs. Behavior-based intrusion detection technology.
Behavior-based intrusion detection technology is to learn and analyze the normal behavior in the computer system
or network, so as to find the abnormal behavior, that is, the intrusion behavior. This technology mainly uses
machine learning and data mining technology to achieve.

2.2 Intrusion detection in relation to network security

Intrusion detection technology has a wide range of applications in network security, including the following
aspects:

(1) Attack detection. Intrusion detection technology can detect and report various types of attacks, such as port
scanning, denial of service attacks, worm attacks, and virus attacks. Intrusion detection technology can detect these
attacks in time, respond and deal with them accordingly, and prevent attackers from causing greater damage to the
system and network.

(2) Anomaly detection. Intrusion detection technology can detect and report abnormal behavior in networks and
computer systems, such as unauthorized access, malware, and insider threats. Intrusion detection technology can
detect these abnormal behaviors, respond and deal with them in time, and prevent these behaviors from causing
greater impact on the system and network.

(3) Security audit. Intrusion detection technology can record and store the behavior of network and computer
system, including user access records, system logs and network traffic. This data can be used for security audits to
assess and improve the security of networks and computer systems.
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(4) Event response. Intrusion detection technology can detect intrusion events in time, and respond and deal with
them accordingly, so as to prevent intruders from causing greater harm to the system and network.

(5) Malware detection. Intrusion detection technology can detect and report the presence of malware, including
viruses, worms, and Trojans. Intrusion detection technology can detect these malicious software in time, and make
corresponding response and processing, so as to prevent the malicious software from causing greater damage to the
system and network.

2.3 Overview of k-means clustering

At present, cluster analysis algorithms have been widely used in various fields and fully meet the requirements of
network data processing with more complex data and big data structures. Moreover,K-means clustering algorithm
is also a data mining algorithm based on group analysis, which is divided into multiple subsets by combining data
sets and related requirements.

At the same time, each subset data has a high similarity, but there are relatively obvious differences in attributes
between subsets. In addition, the clustering algorithm pays more attention to the hierarchy, which can realize the
classification of data, and also provides a guarantee for the similarity of each type of data, from which K clustering
can be obtained. Specific k-means clustering algorithm workflow: First of all, in the detection of network security,
because the amount of network data detected is large, and the data structure is more complex, it meets the
requirements of big data. At this time, the data in the network can be divided into N data objects, and then K
objects are randomly extracted from these objects as the initial clustering center. Then, according to the attributes
of each object, it is classified into clusters.
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Figure 2: K-means clustering network intrusion principle model

In the process of cluster division, it is also necessary to take the distance of K objects as the standard of cluster
division, so that K objects can be assigned to similar clusters respectively. Secondly, it is also possible to obtain the
new cluster by using the computational method, which takes the new cluster as the center of all objects to achieve
the mean value. Finally, with the help of repeated calculations, a new distance is formed, and the mean value of k
is solved until the standard measure function marked in the mean square error gradually converges. In this way, the
mean value of the best accuracy can be obtained. In the traditional k-means clustering algorithm, the mean square
error is generally chosen as the function of standard measurement, and the intensive data is regarded as the
clustering data object. Therefore, when there are obvious differences between all data objects, the traditional
k-means algorithm can effectively meet the requirements of network security detection.
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The optimization algorithm steps are as follows:
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1. Randomly select k samples as the initial cluster class center (k is a superparameter, representing the number of
cluster classes). The value can be determined by prior knowledge and verification method);

2. Calculate the distance to k cluster centers for each sample in the data set, and assign it to the class corresponding
to the cluster center with the smallest distance;

3. For each cluster class, recalculate its cluster center location;

4. Repeat the above 2 and 3 steps until a certain stop condition is reached (such as the number of iterations, the
center position of the cluster class is unchanged, etc.).

Therefore, this paper proposes a k-means clustering algorithm network security detection model, and realizes the
simulation experiment of the model with the help of data sets. Simulation results show that the proposed algorithm
outperforms the traditional clustering algorithm in the accuracy and efficiency of network intrusion detection, and
further reduces the false positive rate of network anomaly detection.

3. METHODOLOGY

With the continuous application of computer technology and network information technology, the data content in
the network space has been increased exponentially. In the early stage, data mining technology was introduced into
the network security intrusion detection system to realize the identification of intrusion behavior in the network.
However, when adjusting parameters, over-reliance on manual methods leads to problems such as local minima,
long calculation time and low accuracy of abnormal behavior detection, resulting in low overall detection
efficiency and quality of network security.

3.1 Data collection and preprocessing
k-means is a widely used clustering algorithm. It creates k data sets with similar properties. Data instances that do not
belong to these groups may be flagged as exceptions. Before we start k-means clustering, we use the elbow method to

determine the optimal number of clusters.

Each row in the data set represents a network request that describes all the information for that request in the decision
tree algorithm to predict forest cover

We know that features are divided into numeric and categorical types, and this dataset contains both

The final feature of each row of data is the target feature, such as most requests being marked as normal to indicate
normal access

There are various other exception markers

As discussed earlier, we can completely train the model to make predictions using supervised learning techniques in the
form of feature vectors + target features

But if there is an exception request that is not in all the target categories, that is not bad

So in order to find "unknown attacks", we do not use these target features in the algorithm:
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Figure 3: Abnormal detection data result

In order to find a reasonable number of distance centers, we try to have as many clustering centers as possible (from 1
to 20 clustering centers), and then we draw the Elbow curve. By looking at the Elbow curve, we find that the Elbow
curve tends to converge when we increase the number of clustering centers to more than 10. Therefore, we can roughly
set the number of clustering centers as 10.

Next we set the n_clusters for the K-means algorithm to 10, and then we visualize the data in 3D.
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Figure 4: 3D visualization of data
3.2 Feature selection and extraction

We first carried out StandardScaler processing on the data, and then calculated the covariance matrix between the
feature variables, which reflects the correlation between the feature variables. If the covariance between the two
feature variables is regular, it means that they are positively correlated; if it is negative, it means that they are
negatively correlated. If it is 0, it means that the feature variables are independent of each other and there is no
correlation relationship (sometimes we will also use the correlation coefficient matrix instead of the covariance
matrix).
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Figure 5: Data are standardized

Volume 4 Issue 1, 2024 53
www.centuryscipub.com



Journal of Theory and Practice of Engineering Science  ISSN: 2790-1505

Secondly, the eigenvalues and eigenvectors of the covariance matrix are calculated on the basis of the covariance
matrix, and the explanatory variances and cumulative explanatory variances of each principal component (feature)
are calculated according to the eigenvalues. The purpose of doing this is to select the principal components in the
feature variables for the next step of principal component analysis (PCA). We chose the first two principal
components because they have a cumulative explanatory variance of 80%.

3.3 Build data clustering

The assumption in clustering based anomaly detection is that if we cluster the data, the normal data will belong to
the cluster and the anomaly will not belong to any cluster or belong to a small cluster. We use the following steps
to find and visualize outliers.
Calculate the distance between each data point and its nearest cluster center. The maximum distance is considered
abnormal.

Tablel: Reduces dimension and sets parameter data n_components=2

date_time price_usd srch_booking_window srch_saturday_night_bool cluster principal_feature1 principal_feature2

0 2012-11-0102:48:30 840 19 0 2 -0.889864 -0.521900
1 2012-11-01 03:06:43 78.0 16 1 0 0.230566 -0.272218
2 2012-11-0109:04:18 1140 56 1 3 0.567439 0.546842
3 2012-11-01 09:11:03 76.0 56 1 3 0.155659 0.581776

Set the proportion of outliers fraction to 1%, because in the case of standard plus distribution (N(0,1)), we
generally consider data other than 3 standard deviations as outliers, and data within 3 standard deviations contains
more than 99% of the data in the dataset, so the remaining 1% of the data can be regarded as anomalies Be worth.
The number of outliers is calculated based on the proportion outliers _fraction. number_of outliers

Set a threshold for determining outliers

The threshold is used to determine whether the data is an outlier

Visualization of data (both normal and abnormal).

3.4 Analysis of clustering results

It can be seen from the above experiments that the average distance decreases with the increase of k

There is no doubt about this, because as the number of population points increases, the data points must be closer to
the nearest center of mass, and when the population points are equal to the number of data points, the average

distance is 0, and each data point is its own center of mass

And a very strange phenomenon is that the distance is actually larger when k=35 than when k=30

principal feature2

principal featurel

Figure 5: Clustering results scatter graph
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This is because the iterative process of KMeans starts at a random point and therefore may converge to a local
minimum

The case of k=35 May be due to a random initial center of mass, or it may be due to the algorithm ending before
reaching a local minimum

To solve this possible problem, we can cluster a fixed k value multiple times, each time randomly with a different
initial center of mass, and then choose the best among them.

From the above figure, it can be seen that the prices of outliers calculated by PCA and KMeans are mostly located
at the highest and lowest points of the price range, which should be reasonable.

4. CONCLUSION

This paper explores the strategic application of Al intelligent algorithms in network threat detection and defense.
With the escalating risks of cyber intrusions threatening individuals, businesses, and governments, intrusion
detection technology has become pivotal for network security. The study delves into the limitations of traditional
K-means clustering algorithms, such as low efficiency and poor detection accuracy in network intrusion behavior
detection. To address these challenges, an enhanced K-means clustering algorithm is proposed for network
security detection, and its efficacy is demonstrated through simulation experiments using relevant datasets.

The rapid growth of information technology has made the network a vital platform for daily life, business, and
government activities. However, the escalating concern for network security, particularly due to cyber intrusions,
necessitates advanced intrusion detection technology. This paper introduces an improved K-means clustering
algorithm to overcome the inefficiencies of traditional methods in network intrusion detection. By strategically
applying artificial intelligence, the proposed algorithm demonstrates superior accuracy and efficiency in detecting
network intrusions, effectively reducing false positives in anomaly detection. The study underscores the
significance of such advancements in bolstering network security capabilities and mitigating potential threats.
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