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Abstract: Esophageal cancer is a common malignant tumor in daily life, which seriously affects human health.
Esophageal cancer in China. The incidence rate is among the highest in the world, and there are a large number of new
cases of esophageal cancer every year. At present, the diagnosis of esophageal cancer is mainly based on the use of
electronic gastroscopy, which reflects the observed situation on the fluorescent screen and conducts detection through the
fluorescent screen. With the increasing number of patients, the pressure and intensity of the doctor's work are getting
greater and greater[1]. From the perspective of molecular level, the occurrence and development of esophageal cancer, like
other cancers, are related to the activation of proto-oncogenes and the inhibition of anti-apoptosis genes. CBAM Faster
R-CNN is proposed to solve the problems such as the esophageal region is not obvious and the background region occupies
a large proportion in the feature map obtained by the backbone network of Faster R-CNN in barium meal imaging. CBAM
is added to the convolutional attention module CBAM on the basis of the original Faster R-CNN model. To enhance the
saliency of the features of the esophageal region in the feature map. CBAM Faster R-CNN model was used to train the
training set after data enhancement, and Recall, Precision and AP values were used for evaluation and analysis.
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1. INTRODUCTION

At present, according to relevant data, the prevalence rate of esophageal cancer in China is in the forefront of the
world. Domestic and foreign experts have also done related research on esophageal cancer. A few years ago,
researchers proposed one Automatic recognition and classification system of early esophageal cancer cells based
on PC, this system uses traditional methods to preprocess, segment, and extract features of esophageal cancer cells
to obtain the relevant information of cancer transformation. The doctor combines this information to make a
diagnosis of the patient. In recent years, the rise of machine learning, artificial intelligence, and computer vision
have been further developed. Computer vision is mainly the use of computer simulation human image related
processing, to obtain valuable information in the picture. Computer vision has been widely used in medical image
processing, industrial robots, image monitoring, unmanned driving and many other fields, and the effect is also
remarkable [2].

As a basic field of computer vision application, object detection mainly combines object segmentation and object
recognition, and its recognition accuracy, recognition efficiency and positioning accuracy are the main
performance indicators of the whole system. In recent years, with the annual PASCAL VOC Challenge held, more
and more teams have participated. Every year, the participating teams will put forward some advanced algorithms
or propose improvements on existing algorithms, and it is because of their efforts that object detection has been
rapidly developed. With the rise of machine learning and deep learning, deep convolutional neural networks have
been widely used in image classification and object detection. In this paper, the object detection algorithm based
on deep learning is studied, and the Faster RCNN algorithm is systematically studied.

2. RELATEDWORK

SOMMEN F V D et al. proposed Computer Aided Diagnosis (CAD) for esophageal cancer detection. Local color
and texture features are calculated using the esophageal endoscopic images based on Gabor filtering, and the
features are classified by a trained Support Vector Machine (SVM) classifier. The recall and accuracy rates were
95% and 75%, respectively. SCHOON EJ et al. proposed a CAD system for detecting early esophageal endoscopy
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images, which used specific textures, color filters, and machine learning techniques to achieve a sensitivity and
specificity of 0.86 in 100 esophageal endoscopy images of 44 patients with esophageal cancer And 0.87. The CAD
system for esophageal cancer mentioned in the above literature mainly focuses on the study of esophageal cancer
cell images and esophageal endoscopy images. At present, there is no relevant study on the esophageal cancer
detection system based on barium meal imaging at home and abroad [3]. The meal imaging refers to the
development process of the stomach and duodenum of the patient after swallowing pasted barium sulfate through
the esophagus with steel agent. The lock-in imaging can well show the lesion site, mucosal changes and the length
of the cancer. The lesion can be located and the date can be determined. In the actual clinical study, X-ray meal and
CT examination have their own advantages, and the combination of the two is conducive to the diagnosis and
clinical treatment of esophageal cancer.

In recent years, the rise of machine learning and artificial intelligence has promoted the further development of
computer vision. Achieve a level of performance comparable to or exceeding that of humans in tasks such as object
classification, detection and segmentation. At present, computer vision has been maturely applied in medical
image processing, document analysis port, military field, unmanned driving and other hot fields[4-5]. In 2014,
GIRSHICK R et al. proposed the Convolutional Neural Network based on Region of Interest (ROI) and
convolutional neural network. The algorithm is the first masterpiece of object detection algorithm based on deep
learning, and it has also inspired more excellent scholars' research interest in object detection algorithm. R-CNN
first selects 2000 candidate regions containing suspicious targets from the input image, and then sends these 2000
candidate regions into the CNN model to obtain feature vectors. These feature vectors are used as the inputs of
SVM and border regression model, and the probability of ROI belonging to a certain type of object is obtained
through SVM. The coordinate position of the target to be detected is obtained through the border regression model.
Although R-CNN implements the object detection algorithm based on deep learning, in the process of ROI feature
vector extraction, Parameter sharing of convolutional layer cannot be realized[6]. In 2015, GIRSHICK R, inspired
by SPPNET, proposed the ROI-based deep learning object detection algorithm Fast R-CNN IV, which for the first
time proposed the ROI pooling layer. The convolution layer used for ROI feature vector extraction realizes
parameter sharing, and classification and regression tasks are added to the network at the same time. But its
disadvantage is that it still uses Selective Search algorithm in the extraction of ROI, which is run on the CPU. In
2016, Ren Shaoqing et al[7-8]. adopted RegionProposal Network (RPN) to extract ROI, and proposed the target
detection algorithm Faster R-CNMing. There are three basic steps for target detection: The ROI extracted from
original images, ROI feature extraction, ROI classification and border regression are all unified into the same deep
network framework, which truly realizes the end-to-end learning of target detection tasks. Therefore, the Faster
R-CNN, once proposed, has obvious advantages over other networks in medical image detection[9].

In this paper, cases of esophageal cancer patients are used as experimental data set, and the Faster R-CNN network
is used for training and testing. In order to further improve the detection performance, "Convolutional Block
Attention Module," convolutional block attention module, The evaluation results of CBAM integrated into the
backbone network of Faster R-CNN show that the proposed method is significantly better than the original
network of Faster R-CNN.

3. METHODOLOGY

3.1 Model Architecture

In essence, esophageal cancer detection algorithm is mainly divided into two steps, the first step is to extract ROI,
the second step is to extract ROI target classification and border regression. The esophageal cancer lesion area
detection algorithm CBAM Faster R-CNN used in this paper is formed by introducing CBAMmodule on the basis
of Faster R-CNN network. The flow of the algorithm is shown in Figure 1. First, the food-lock contrast image is
input to the backbone (VGG16) network introduced into the CBAMmodule to obtain a series of feature maps, and
then the RPN network generates candidate region Proposals. The feature vector corresponding to these Proposals
is obtained from the feature map. Finally, these vectors are input to the ROI pooling layer to complete target
classification and border regression operation. The result is the candidate region detection box and the probability
that the detection box is the target class.

Network and ROI Pooing layer. CBAM backbone network is composed of a lightweight convolutional neural
network attention module, namely CBAM, convolutional layer and pooling layer. CBAM combines the Channel
attention mechanism and the Spatial attention mechanism. By introducing the attention mechanism, the output
information can be more focused on the more critical and useful information, and the interference of irrelevant
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information can be reduced or even eliminated, so as to improve the accuracy of the model. The channel attention
module is shown in Figure 2. The input of the channel attention module is the feature graph F, whose height is H,
width is w, and the number of channels in the feature graph is C. First, the average and maximum pooling
operations based on the height and width of F are respectively adopted for F.

Figure 1: Network structure of CBAM FasterＲ-CNN

Figure 2: Channel attention module

AvgPoolw and MaxPool are obtained respectively, and then AvgPool and MaxPool are input into the fully
connected layer with shared parameters of the two layers. The number of output units of the first fully connected
layer is the quotient of the number of channels in the feature graph and ratio (ratio=8 is set in this paper). The
number of output units of the second fully connected layer is the number of channel in the feature graph. Then, the
average pooling output AvgPool obtained after the full connection layer and the maximum pooling output
MaxPool are summed and the Sigmoid activation function is used to obtain the channel attention diagram M.

3.2 DataSet Introduction
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Figure 3: Data augmentation of hard examples

In order to enhance the detection ability of the model for samples with high or low brightness value of the target
region, affine transformation is first implemented for the small number of difficult samples with high or low
brightness value of the focus region in the training set. The difficult samples after affine transformation are
combined with the original training set to form a new training set, and then the new training set is enhanced by
horizontal flipping and vertical flipping.

In this experiment, a total of 1166 images from 40 cases in the test set were evaluated. For each image, the
rectangle box of the test result and its gold standard rectangle box were calculated by the Intersection over Union
(IOU). The definition of IOU is as follows:

(1)

Where Area(a) represents the Area of the gold standard rectangular box and area (b) represents the area of the
predicted rectangular box. If the IOU ratio of the two is greater than or equal to the TP threshold, the model is
considered to successfully predict the lesion area of the image, FP (true positive number) plus one; Otherwise, the
lesion area of the image cannot be predicted, FP(number of false positives) plus one. And calculate according to
TP, FN, PF. Recall, Precision, AP. Recall is also called Recall rate, which indicates how many samples of
esophageal cancer patients have been correctly predicted among all samples of esophageal cancer patients. The
higher the recall value, the lower the missed detection rate of the model. Precision, also known as Precision rate,
indicates how many samples of esophageal cancer patients are predicted correctly among all predicted results. A
higher precision value also indicates a lower false detection rate of the model. AP is the area under the PR curve
enclosed by the two dimensions of sitting mark Recall and sitting Precision.

The greater the value of AP, the better the comprehensive performance of the detection model. Recall, Precision is
calculated as follows:

(2)

(3)

3.3 Results

The so-called CBAM Faster R-CNN model is implemented on the Windows platform using TensorFlow1.13. In
the training process, the momentum value, initial learning rate, weight decay and maximum number of iterations
are set to 0.9,0.001,0.0005 and 70,000 respectively. In order to comprehensively evaluate the performance of the

39



 

Journal of Theory and Practice of Engineering Science           ISSN: 2790-1513
Journal of Theory and Practice of Engineering Science                   ISSN: 2790-1505Journal of Theory and Practice of Engineering Science      ISSN: 2790-1505

www.centuryscipub.com

  
  
   

 

                       
Volume 3 Issue 11, 2023Volume 3 Issue 12, 2023

  

  
  

  

algorithm, the experiments before and after the model improvement were trained on the training samples with
enhanced data and tested on the same test samples[10]. Compared with the original FasterR-CNN algorithm, the
Recall, Precision and AP indexes of the improved model are significantly improved. At present, there is no
relevant research on esophageal cancer detection system based on barium meal images at home and abroad, and
the algorithm in this paper is mainly compared with the original FasterR-CNN algorithm. Figure 7 shows the
detection results of the esophageal cancer detection algorithm proposed in this paper on two barium meal images
of esophageal cancer. Among them, the blue line represents the esophageal cancer lesion outline drawn by the
radiologist circle, that is, the gold standard area, while the green line represents the detection results obtained by
the detection algorithm. From the detection results, it can be seen that the algorithm in this paper is closer to the
gold standard of physicians.

Figure 4: Esophageal cancer image detection results

4. CONCLUSION

With the rise of machine learning, artificial intelligence, and deep learning, Ross B. Gurshick et al., 2014 an object
detection algorithm based on deep learning (RCNN) is proposed, which makes a breakthrough in object detection
and triggers a research upsurge of object detection based on deep learning.In order to improve the detection ability
of esophageal cancer lesions, CBAM module is added to the backbone network of the original Faster R-CNN
model in this paper, and the difficult samples in the training set are enhanced with different multifold data
compared with ordinary samples, so as to improve the detection ability of the model for esophageal cancer lesions
with high or low brightness value. The experimental results show that after data enhancement, the threshold value
of IOU is less than 0. At 5, the AP value of the model is increased by 1. 26% ~ 5. 61%. After the improvement of
the model, the AP value of the model is increased by 0. 1% ~ 5. 0%. The above experimental results show that the
detection efficiency of esophageal cancer lesions by CBAM Faster R-CNN designed in this paper is significantly
improved compared with the Faster R-CNN algorithm[11-12].

Because the overall training process of RCNN algorithm is Faster, the stochastic gradient descent method is used
for training. In order to share the convolutional network calculation among regions of interest, the stochastic
gradient descent is created in small batches and layers. In the fine-tuning stage of specific samples, the ratio of
positive and negative samples in each random gradient small batch sampling is set to 1:3 for random selection to
ensure that the proportion of positive samples reaches 25%. In this paper, the online difficult sample mining
mechanism is introduced into the Faster RCNN algorithm, so that the Faster RCNN algorithm can calculate the
loss of the extracted border of the region of interest in the training process. Then, according to the calculated loss
value, the first k regions of interest are selected as positive and negative samples for training, so as to remove this
proportion parameter[13-23].

In conclusion, a large number of experimental results were compared and analyzed on the esophageal cancer data
set to verify the detection results on the esophageal cancer data set after the introduction of online difficult sample
mining (OHEM) by Faster RCNN algorithm, indicating that the combination of the two can improve the average
precision mean mAP to a certain extent. From the recognition results, it is found that the[17-18].
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