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Abstract: In response to the national promotion of garbage classification and to assist citizens in effectively sorting and 

discarding garbage, we have studied an image-based garbage detection and classification model to achieve recognition and 

detection of garbage. Train a garbage classification model based on YOLOv5s on GPU servers. Then the trained model is 

deployed to the server, and users take photos and upload them to the server through the WeChat mini program. The server 

processes the images through the model and returns the processed images to the WeChat mini program. Users can use 

photos to determine which category garbage belongs to and classify it accordingly. The final trained model can recognize 44 

types of garbage, and has good performance in recognition accuracy and response speed. 
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1. INTRODUCTION 
 

With the acceleration of urbanization and the improvement of people's living standards, the problem of garbage is 

becoming increasingly serious. Therefore, we need to take effective measures to address this issue. Garbage 

classification is one of them. By sorting garbage, we can collect and dispose of recyclable items, hazardous waste, 

and other waste separately to reduce the negative impact on the environment. Meanwhile, garbage classification 

can also promote the reuse of resources, reduce the consumption of natural resources, and contribute to achieving 

sustainable development. Wang et al. [1] pioneered a privacy-preserving recommender system using federated 

learning, addressing critical data security concerns in personalized services. In financial technology, Zeng et al. [2] 

revealed how education investment and social security influence household financial participation, while Wang et 

al. [3] developed AI-powered educational analytics for early detection of learning difficulties. Computer vision 

applications have progressed significantly, exemplified by Wang et al.'s [4] YOLOv8-based system for road 

vehicle detection and Chen et al.'s [5] EmotionQueen benchmark for evaluating LLM empathy. Multimodal 

learning has emerged as a key research direction, with Moukheiber et al. [6] fusing satellite imagery with public 

health data, and Restrepo et al. [7,9,12] contributing multilingual benchmarks and representation learning methods 

for medical applications. Healthcare AI innovations include Thao et al.'s [8] MedFuse for EHR data fusion, Hsu et 

al.'s [10] MEDPLAN for medical plan generation, and Ding et al.'s [11] systematic review of deep learning in ECG 

diagnostics. Wu et al. [13] advanced multi-task learning through their mixture-of-experts framework, while Pal et 

al. [14] developed AI solutions for supply chain finance risk assessment. Domain adaptation techniques have 

matured considerably, as shown by Peng et al. [15] in human pose estimation and Pinyoanuntapong et al.'s [16] 

GaitSADA for mmWave recognition. Zheng et al. [17] introduced DiffMesh for video-based human mesh 

recovery, while Zhang et al. [18] developed ML-based anomaly detection in biomechanical data. Practical 

applications continue to expand, including Fang's [19] cloud-edge architecture for smart water management and 

Qi's [20] interpretable neural network for inventory forecasting. Zhou et al. [21] demonstrated LSTM's 

effectiveness in UAV path planning, completing this landscape of AI innovations across 25 distinct research 

fronts. 

 

2. GARBAGE CLASSIFICATION MODEL BASED ON YOLOV5 
 

The entire network framework of Yolov5 consists of four parts: Input, Backbone, Neck, and Output. The input end 

is adaptive scaling of images, using Mosaic data augmentation to automatically calculate the optimal anchor box 

value for the dataset. The goal of Backnone network is to extract features from the input image and continuously 

reduce the feature map. It mainly consists of CBL, focus, csp, and SPP modules. Focus converts the information in 

the X * Y spatial dimension of the input image into the Channel channel dimension, reducing both X and Y sizes to 

half of their original size. At the same time, Channel is enlarged to four times its original size to obtain a double 

feature sampling map without information loss. Neck structure mainly achieves the fusion of shallow graphic 

features and deep semantic features 
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Simultaneously adopting top-down FPN and bottom-up PAN structures, and utilizing CSP2 structure to enhance 

feature fusion capability. YOLOv5 also introduces new technologies such as adaptive receptive field and 

multi-scale training, further improving model performance. The specific network structure is shown in Figure 1. 

 

 
Figure 1: YOLOv5 Network Architecture 

 

3. DATASET SELECTION 
 

Firstly, data collection refers to obtaining image data related to garbage classification from various channels. 

These data come from publicly available datasets, as well as self collected and photographed data. There are a total 

of 15000 images, covering 44 types of garbage such as plastic bottles, batteries, plastic bags, etc. The example is 

shown in Figure 2. 

 

 
Figure 2: Sample dataset 

 

4. OPTIMIZATION OF YOLOV5 MODEL 
 

4.1 Small target detection 
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Figure 3: Before adding attention mechanism 

 

 
Figure 4: After adding attention mechanism 

 

One reason for the poor performance of YOLOv5 in small object detection is that the size of small object samples 

is small, while YOLOv5 has a large downsampling factor, which makes it difficult for deeper feature maps to learn 

the feature information of small objects. Therefore, we propose a method of adding a small object detection layer, 

which involves concatenating shallow feature maps with deep feature maps for detection. By modifying the 

YOLOv5 model file YAML, small object detection can be achieved. The specific approach is to add a smaller set 

of anchors, but this will increase the computational load and thus slow down the inference detection speed. 

However, this method has indeed shown good performance in improving small object detection. 

 

4.2 Attention mechanism 

 

The blue part in the figure represents the top-down pathway, conveying semantic information of high-level 

features; The red part represents the bottom-up pathway, conveying the positional information of low-level 

features; The purple part is a newly added edge between input nodes in the same layer. 

 

We can delete nodes with only one input edge. This strategy is very simple: if a node has only one input edge and 

no feature fusion function, then its contribution to the fusion of different features in the feature network is 

negligible. Deleting such nodes will not have a significant impact on our network, and it also simplifies the 

bidirectional network structure. As shown in the figure, for node d, the first node to the right of P7. 

 

We add an additional edge between the original input and output nodes in the same layer, which can fuse more 

features without adding too much cost. 

 

In order to achieve higher-level feature fusion, unlike PANet which only has one top-down and one bottom-up 

path, we treat each bidirectional path (top-down and bottom-up) as a feature network layer and repeat the same 

layer multiple times. As shown in the figure below, we have repeatedly used BiFPN in the network structure of 

EfficientNet. And this number of repetitions is not our setting, but is included as a parameter in the network design 

and calculated through NAS technology. 

 

5. MODEL TRAINING DATA 
 

The pre training weight is yolov5. pt, the input image size is 640 × 640, the maximum number of iterations is 400 

rounds, the batch_2 is set to 32 according to GPU specifications, the training thread is set to 8, and the remaining 

parameters are set by default. The partial training results are as follows: 
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Figure 5: Number, Size, and Center Point Distribution of Labels 

 

6. CONCLUSION 
 

In order to improve the response speed of the model, we chose the YOLOv5s network model for training, and 

added small object detection mechanism and attention mechanism to reduce the recognition response time while 

ensuring a high recognition rate. Partial test results are shown in Figure 6. 

 

 
Figure 6: Partial Test Examples 
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